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Abstract 

Throughout the course of its development, 
palmprint features have always been studied and 
analyzed by experts from diverse fields, such as 
biometric identification, psychology, and fate 
theory. In this paper, we put into practice a sys-
tem that analyzes palmistry. With the help of 
image processing techniques, we transmit the 
information extracted from the palmprint image 
into our analyzing system, and have the palm-
print assayed. Further discussion about each 
processing step of the system and details about 
the experiments are also included in the paper. 

Keywords: palmprint, biometric identification, 
thresholding, linear regression, conditional dila-
tion. 

1. Introduction 

The emergence of palmistry can be dated 
back to an early age, and is  divided into two 
schools: the Chinese and the Western. It is said 
that Western palmistry evolved at around 3000 
B.C., and flourished at the same time as the Ar-
yan Culture in India and the palmistry and 
physiognomy in China. But even though palm-
istry is divided into two schools, the Chinese and 
the Western, the contents of each school are in 
fact highly similar; or you can even say the only 
things different are the names. 

Some experts in biological characteristics 
devote themselves to the research and analysis of 
palmprint features. Since it helps to identify 
people, its commercial value lies mostly in the 
installment of security systems, such as safes, 
gate-guard systems, etc. Besides this, it is em-
ployed mainly in the investigation of criminal 
cases, when they have to use palmprint- or fin-
gerprint-identification techniques to identify 
suspects, which is an aid to the investigation and 
analysis of the case. Though PIN codes are sim-
pler and easier for management, they have little 
defense against premeditated hackers; while us-
ing biological features for personal identification 
has many advantages, such as uniqueness, in-
nateness, and convenience in carrying around. 

Since most papers about palmprint features 
nowadays are focused on its application in per-
sonal identification, analysis on palmistry and 
Fate Theories are few and far between. There-
fore, with the help of image processing tech-
niques, we hope to find out the characteristics of 
gray palmprint images, extract the principal lines, 
and calculate the number of collateral lines be-
side the principal lines; actually creating a com-
puter-based system for analyzing palmistry. 

2. Description of Palmprint Features 

When we open our palms, most people 
would be able to point out with familiarity the 
Heart Line, the Head Line, and the Life Line; for 
these are the most prominent and best-known 
lines. Imprinted upon our hands, they are in-
separable from us, accompanying us through our 
various lives. 

The so-called palmprint refers to the count-
less crisscrossed long and short lines on our 
palm. Their number and depth depend on the 
individual; there might be only a few, yet there 
might be a lot as well. However, each line has its 
own name and meaning in palmistry [1]. So we 
will discuss the three principal lines as is neces-
sary in this paper: the Heart Line, the Head Line, 
and the Life Line, as are shown in Figure 1.  
The introduction of each is as follows: 

(1). The Heart Line: Running above the Head 
Line, it starts from the Mount of Jupiter 
(show in Figure 1 block “A”) and ends 
below the little finger.  See line No. 1 in 
Figure 1. 

(2). The Head Line: Also called the Wisdom 
Line or Brain Line. It begins with the Life 
Line between the thumb and the index 
finger, and runs across the palm towards 
the Mount of the Moon. (shown in Figure 
1 block “B”) See line No. 2 in Figure 1. 

(3). The Life Line: Beginning between the 
thumb and the index finger and running 
down along the Mount of Venus; i.e. the 
line curving around the Mount of Venus. 
(shown in Figure 1 block “C”)  See line 
No. 3 in Figure 1.  



 

 
【Figure 1. three principal lines and three mounts】  

3. System Flow 

The programming language that we use in 
our experiment is the Borland C++ Builder, Ve r-
sion 5.0. In order to simplify the running system 
and to make our study easier, all the palmprint 
image files are in the BMP format, and Figure 2 
is our system architecture. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
【Figure 2. system flow】  

 

4. Image Process of Palmprints 

Since the purpose of our study is to provide 
users with a set of user-friendly software for 
palmprint analysis, we do our best to simplify 
the image-obtaining process. Therefore, after a 
series of experiments and analysis, we decide to 
use “red ink palmprint images” as the means for 
obtaining palmprints. In this way, users would be 
able to produce their own palmprint images at 
home and, with the help of scanners, turn them 
into digital images, and then feed them into the 
computer. This way we would be able to obtain 
the palmprint image easily, so that the software 
could analyze it. 

4.1.  Remove the background 

We discovered that, after being gray-level 
image, the gray values of the background color 
of the red ink palmprint image is extremely close 
to those of the principal lines in the palmprint 
(see Figure 3). If we do binary segmentation to 
remove the background, the actual background 
and the principal lines of the palmprint would be 
classified into the same category. Such a way of 
background removal would be less objective. 

Therefore, we propose a solution: “to attack 
from four sides.” In this way we will be able to 
separate the gray values of the actual back-
ground from those of the principal lines in the 
palmprint, successfully keeping the main block 
of the palmprint that we need. 

The main idea of the “attacking from four 
sides” method is to press in from the boundaries 
on all four sides.  This is helpful for defining 
the boundaries of the main block. We could then 
go on to remove the background, and to acquire 
the main block of the palmprint. See Figure 4. 

 

 
【Figure 3. gray-level palmprint image】  
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(a) attacking from left and right   

(b) attacking from up and down 

【Figure 4. attacking from four sides】  

 

The most important part of this method is, 
we have to know how to obtain the appropriate 
threshold value of the surrounding boundaries, 
so as to aid the separation. Figure 5((a) and (b)) 
shows the most commonly used binary segmen-
tation methods, such as Otsu method[5] and 
Mode method[8], applied to the processing of 
palmprint images. The results are not entirely 
satisfactory. 

  
(a) Otsu method  (b) Mode method  (c) experiment 

【Figure 5. results of thresholding】 

 

Therefore, with manual experimentation to 
the current sample images and we found the op-
timal threshold value T for each image, see Fig-
ure 6. According to the results of these experi-
ments, see Figure 5(c), we discovered a charac-
teristic: the ratio, x, of the first peak’s height to 
the second peak’s height is linearly related to the 
ratio, y, of the difference between the first peak’s 
gray value and its actual threshold value to the 
difference between the second peak’s gray value 
and its actual threshold value. That is, point (x,y) 
corresponding to these images distribute around 
an invisible line y = ax+b, see Figure 7. 

To find out this invisible line y = ax+b, or 
the coefficient a and b, we could use the linear 
regression method [7]. For the histogram of a 
sample image i, let M1i and M2i be the heights of 
the first and the second peaks, respectively, let 
N1i and N2i be the gray values of the first and the 
second peaks, respectively, and Ti the threshold 
value of the best segmentation. 
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With the samples shown in Figure 7 and 
according to the result of the linear regression 

computation, we obtain the coefficients of the 
line y = ax+b: 

a=0.922754,  b=0.075833. 

With these coefficient values, we may 
automatically obtain the background-removal 
threshold value T for a test image, using the 
formula: 
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T : threshold value 
1M : first  peak’s total value, 2M : the second peak’s total value 

1N : first peak’s gray value, 2N : the second peak’s gray value 

【Figure 6. histogram of the palmprint image with the opti-
mal threshold value T】 
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 【Figure 7. linear relation between values of x and y】  

 

4.2. Binarization Operation 

According to the results of another manual 
experiments, we found that the histogram of the 
main block of the sample palmprints also have a 
characteristic: the ratio, x, of the first peak’s 
height to the second peak’s height is linearly 
related to the ratio, y, of the difference between 
the second peak’s gray value and it’s optimal 
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threshold value to the difference between the 
first peak’s gray value and it ’s actual threshold 
value, see Figure 8 and Figure  9. For the histo-
gram of the main block of a sample image i, the 
notations Mi1, Mi2, Ni1, Ni2 and Ti having the 
same definition as in the previous section. And 
let 

ii

ii
i

i

i
i TN

NT
y

M
M

x
−

−
==

1
2

,
1
2 . 

With the samples shown in Figure 7 and 
according to the result of the linear regression 
computation, we obtain the coefficients of the 
line y = ax+b: 

a=1.603684,  b=0.051251. 

With these coefficient values, we may 
automatically obtain the binary threshold value T 
for the main block of a test image, using the 

formula: 
W
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where  b
M
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1
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4.3. Conditional Dilation 

In order to get a more complete principal 
line, we adopt the method of conditional dilation 
[6], set A as the condition, and let the Structural 
Element Se acting on A until no more pixels ap-
pear. The notation for conditional dilation will be 

A ⊕  ( eS , 'A ) 

The result of the conditional dilation is 
shown in Figure 10, and the commonly used 
structural elements are shown in Figure 11. We 
use the structural element in (c) to do the condi-
tional dilation. 
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【Figure 8. histogram of the main block of palmprint image】 

4.4. Smoothing 

In order to smooth out the principal line so that it 
would be easier to extract the characteristics of a 
detailed image, we introduced the median filter 
here [3].  The median filter is defined as fol-
lows: 
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【Figure 9. linear relation between values of x and y】  

 

  
(a). source image        (b). conditional image 

 

(c). resulting image 

【Figure 10. the results of conditional dilat ion】  
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(a) 2-neighbor  (b) 4-neighbor  (c) 8-neighbor 

【Figure 11. structural elements of conditional dilation】 

 
【Figure 12. smoothing result】  
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shown in Figure 12. 
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4.5.  Thinning 

We have employed several commonly used 
thinning methods, such as Stentiford Method [9], 
Parker and Hold Method [4], and Zhang-Suen 
Method [10], to process our palmprint image. 
After the experiments, we adopted the 
Zhang-Suen Method. The results are shown in 
Figure 13. 

 
(a) Stentiford 

 
(b) Parker 

 
(c) Zhang-Suen 

【Figure 13. results of thinning】  

4.6. Principal Line Extraction 

The three principal lines on a person’s 
palm – the Heart Line, the Head Line, and the 
Life Line – have a special property: their relative 
positions on the palm is fixed, so if we start from 
the top, their sequence must be Heart Line, Head 
Line, and then Life Line, and could never be 
otherwise. Therefore, making use of this special 
property, we could use the Block Moving 
Method (shown in Figure 14) to find one feature 
point on each principal line separately and, using 

them as starting points, to trace each principal 
line with the 8 directions (see Figure 15.) 

   
(a) positions of Heart Line(b) positions of Head Line 

  

(c) positions of Life Line 

【Figure 14. relative positions on the palm】  
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【Figure 15. the 8 directions】  

Steps for leftward tracing are as follows: 

Step 1: Using P0 as the basis, check in the three 
directions P1, P7, and P8 to see if there’s any 
black point. If yes, we go on to step two; if not, 
we skip to step six. 

Step 2: Using P0 as the basis, check in the three 
directions P1, P7, and P8 to see if there is only 
one black point.  If yes, we write down the co-
ordinates of the point, and replace P0 with this 
new point. Continue tracing by repeating step 
one.  If the answer is no, we go on to step three. 

Step 3: Now there are more than two points in 
the three directions P1, P7, and P8, so we calcu-
late the chain-code Pmax of the average vector of 
the current track, which stands for the main trend, 
and go on to step four.  

Step 4: Determine whether Pmax is a black point 
or not. If yes, write down its coordinates, replace 
P0 with this point and return to step one to con-
tinue tracing. If not, go to step five. 

Step 5: Now, look for black points in this order 
P8－P7－P1 , and as soon as we find one, we 
record its coordinates, replace P0  with this point, 
and return to step one to continue tracing. 

Step 6: Start marking-up processing. Rightward 
tracing is similar to this, except that the direc-



 

tions P1, P7, and P8 are replaced by P3, P4 and 
P5. 

And steps for marking up are as follows: 

Step 1: Suppose we’ve just arrived at Qn. Move 
forward and take two other points Q1 and Q2, 
calculate the vectors V1（Qn Q1） and V2（Qn Q2）, 
then calculate the mean vector V of V1 and V2. 
And then, starting from Qn, look for dots in the 
opposite direction of vector V. The way to trace 
this vector is shown in Figure 16. 

Step 2: Make a move in the opposite direction of 
vector V, which brings us to point Ai, and then 
determine whether there exists a point A’i on or 
around Ai. If yes, go on to step three. If not, re-
peat step two until we come to the boundary. 
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【Figure 16. tracing the vector】 

Step 3: Suppose we find A’i now, and we also 
know that we’ve moved i units so far. Calculate 
the ratio ΔA of the distance between A’i and Ai 
to the distance i, then mark up in the forward 
direction until we reach point A0, then go on to 
step four. The way to mark up is shown in Figure  
17. 

Step 4: Mark up process complete. Return to the 
tracing process to continue tracing. The result of 
tracing and marking up is show in Figure 18. 
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【Figure 17. method of marking-up】 

 

 
【Figure 18. result of tracing and marking up】 

4.7. Revising the Heart Line 

Since the tail of the Heart Line in a red ink 
palmprint image often to cause some tiny 
branches, after we trace this part, the line is 
prone to slant either upwards or downwards, 
making it easy to misjudge the curvature of the 
Heart Line’s tail.  Therefore we need to return 
to the gray-level palmprint image, and adjust the 
curvature of the tail part according to the gray 
values of the last section of the Heart Line.  
First we extract the gray values of three random 
points on the first three quarters of the section: 
Ta、Tb、Tc, get their average, have them moved 
for the length of d units, and then use the value 
Tm, which we gained from these calculations, as 
the threshold value to detect changes in the gray 
values of the palmprint. And then, using this 
value Tm, we start to reappraise the last quarter 
of the Heart Line. First we measure the upper 
and lower boundaries of the Heart Line block 
and calculate its median value, and then we can 
obtain the new coordinates. And according to 
these new coordinates, we move it one pixel to 
the right, and repeat the steps above, until we 
come up with the right side boundaries.  The 
result is shown in Figure 19. 

 
【Figure 19. Revising the Heart Line】  

4.8.  Main Axis Position 

After such adjustments of the Heart Line, 
we would be able to get a more accurate coordi-
nates of the point of the tail part. And then, con-
necting this point with the leftmost tip of the 
Head Line, the main axis is produced, as shown 
in Figure 20. 

 
【Figure 20. Main Axis Position】  

4.9. Collateral Line Counting 

In order to find the number of collateral 
lines around the principal line efficiently, we can 
return to the original gray-level image. Since the 
features of the collateral lines’ gray-level values 
are similar to those of the principal line, the 



 

gray-level values of collateral lines are higher. 
According to such a characteristic, we can use 
each point pi in principal line and find the actual 
boundary point ei in one side, and then, starting 
from ei, select four points z1i, z2i, z3i and z4i 
along the direction perpendicular to the principal 
line, calculate their gray-level values t1i, t2i, t3i 
and t4i, and compare these to the threshold value 
Tm calculated in the previous section. For each 
tki, if it exceeds Tm, then the point is possibly on 
the collateral line, so we increase Wk by 1(where 
Wk denotes the width of the cross-section of the 
detected collated line and it ’s initial value is set 
to 0, where k = 1,2,3,4). If tk i does not exceeds 
Tm, then check if numWk ≥ (by experience we 

obtain that 3=num ): if numWk ≥ , then we 

increase the value of Nk by 1 and reset Lk = 0. If 
tki exceeds Tm, then just increase Wk by 1. All the 
detail processes are shown in algorithm 1. Fi-
nally, we select the maximum value Nmax from 
N1, N2, N3 and N4, which is the estimated number 
of collateral lines along one side of the principal 
line. Figure 21 illustrates the way to estimate the 
number of collateral lines, and an example is 
shown in Figure 22. Collateral lines along the 
other side of the principal line can be counted in 
the same way. 

 

for k=1 to 4 

  Nk = 0 and Wk = 0 

for i=1 to n 

  find edge point ei for Pi in one side 

  for k=1 to 4 

    if tk i > Tm then Wk = Wk +1 

    else 

      if numWk ≥  then Nk = Nk +1 

      Wk = 0 

kkMAX NMaxN =  

【Algorithm 1. Collateral Line Counting Algorithm】  

5. Analysis Results 

According to the rules of Fate Theory [2], 
we could gather the information, apply it to the 
parameters obtained by image processing, and 
get the result of the analysis. What follows is a 
list of rules, and an example of fate analysis is 
shown in Figure 23. 

■  Information needed for the Heart Line: 
number of collateral lines above the Heart Line, 
number of collateral lines below the Heart Line, 
and whether the curvature of the Heart Line’s tail 
is of the upside trend or the downside trend. 

 

 

 

【Figure 21. Collateral Line Counting】  
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【Figure 22. the example of Collateral Line Counting】  

 

 

 

 

 

 

 

 

 

【Figure 23. Example of Fate Analysis】  

■ Information needed for the Head Line: num-
ber of collateral lines above the Head Line, 
number of collateral lines below the Head 
Line, and the location of the block in which 
the Head Line ends (i.e. whether the block 
lies above or below the Mount of the 
Moon(太陰丘).  According to its approxi-
mate position, we divide the Mount of the 
Moon into two parts: the upper part covers 
two-thirds of the Mount, while the lower part 
occupies one-third.  This is how we decide 
whether the tail ends above or below the 
Mount of the Moon. )  See Figure 24. 
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【Figure 24. the Mount of the Moon】  

■ Information needed for the Life Line: num-
ber of collateral lines to the right of the Life 
Line, number of collateral lines to the left of 
the Life line, and the location of the block in 
which the Life Line ends (i.e. whether the 
tail lies above or below the palace of ances-
try(祖先宮). According to its approximate 
position, we divide the palace of ancestry 
into two parts: the upper part covers 5/6 of 
the Mount, while the lower part occupies 
one-sixth.  This is how we decide whether 
the tail ends above or below the palace of 
ancestry.)  See Figure 25.  
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【Figure 25. the palace of ancestry】  

6. Conclusions and Future Work 

So far, papers about palmprints are mostly 
concerned about applications like personal iden-
tification; analyses about its application in palm-
istry are fewer. Therefore, using im-
age-processing techniques, we find the charac-
teristics of gray-level palmprint images, extract 
the features of principal lines, calculate the 
number of collateral lines, and apply them to the 
palmistry analysis module.  

Because it is difficult to get the concave 
part at the center of the ink palmprint, after 
pre-processing, there will often be a darker block 
at the center of the palmprint.  Even though we 
use auxiliary methods to extract the trends when 
we are tracking the principal lines, we still hope 

to further improve this condition in future work. 

There is also a lot of other information in a 
palmprint that could be used for further analysis 
in palmistry, such as color and luster. How we 
could effectively extract the features of this in 
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