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Abstract 
In target zone regimes, volatility trade-offs between the nominal exchange rate and the 

nominal interest rate differential depend on the underlying monetary model assumption. In an 
economy with price rigidities there exists no such trade-off when the exchange rate over-
shoots. 
Key words: exchange rate; target zones; volatility trade-offs; sticky prices; overshooting 
JEL classification: F31; E43 

1. Introduction 

This paper deals with the relationship between the volatility of the nominal ex-
change rate and the volatility of the interest rate differential as well as the linkage 
between the volatility of exchange rate and that of output within the framework of 
sticky prices. 

Svensson (1991a) studied the asymptotic (unconditional) variability of the ex-
change rate and the interest rate differential as well as the instantaneous (conditional) 
variability of the two variables. The model he uses is one of a perfectly credible tar-
get zone regime with flexible prices. He finds that there is a linear trade-off between 
the variability of the exchange rate and that of the nominal interest rate differential. 
Thus, a decrease in the volatility (conditional standard deviation) of the exchange 
rate leads to an increase in the volatility of the nominal interest rate differential. 
Svensson (1991b) used Swedish data to verify some of the predictions of this model. 

However, data for European Monetary System (EMS) currencies indicate that a 
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positive relationship prevails between the two variables. As Bertola and Caballero 
(1992) demonstrated, the positive relationship captured by the data for EMS curren-
cies can, possibly, be due to realignment risk being related to the positions of EMS 
exchange rates within their bands. Separately, Lindberg and Soderlind (1991), 
working with an updated and longer set of Swedish data, also find a positive rela-
tionship between the exchange rate and the interest rate differential. 

Indeed, when the commitment to the target zone is not perfectly credible, a 
trade-off of the type suggested by Svensson (1991a) might not exist. Bertola and 
Svensson (1993), in a first target zone model with time-varying realignment risk, 
show that the above negative relation prevails if the realignment risk is zero but, in 
the presence of non-zero realignment risk, the relationship between the volatility of 
the exchange rate and that of the interest rate differential can be negative or positive.   

Clearly, the monetary model does not allow either for deviations of output from 
full employment or for purchasing power violations. In addition this model has the 
undesirable property that the fundamental is assumed to follow a Brownian motion 
with drift. Such a stochastic process is non-stationary with infinite asymptotic mean 
and variance. All shocks in the economy are permanent, and the fundamental does 
not exhibit any tendency to return to equilibrium. In one of the natural extensions of 
the basic target zone model intra-marginal intervention is allowed. Lindberg and 
Soderlind (1992) argue that this can be modeled as a mean-reverting process for 
fundamentals. Also an empirical puzzle documented by Beetsma and van der Ploeg 
(1998) (that exchange rate distributions are hump-shaped rather than U-shaped as 
predicted by the standard target zone model) for EMS exchange rates might be ex-
plained away in the presence of price sluggishness. Finally, Rogoff (1993), in a 
comment to Svensson (1993), argues for the potential benefits of modeling price 
rigidities as well. 

In this paper, following the above leads in the literature, we use a stochastic 
version of the Dornbusch (1976) overshooting model as modified by Miller and 
Weller (1991) and later further explored by Sutherland (1994). In this model the 
process for the fundamental is endogenous since its drift depends on the exchange 
rate itself. Prices are sticky and, as a result, output does not remain always in equi-
librium while the exchange rate does not satisfy the purchasing power parity at all 
times. We show that in an economy with sticky prices, and still under perfectly 
credible exchange rate bands, there exists no volatility trade-off between the ex-
change rate and the interest rate differential (there is a positive linkage between the 
two volatilities). With sticky prices, target zones may decrease the conditional stan-
dard deviation of the exchange rate relative to free floating while also decreasing the 
conditional standard deviation of the interest rate differential. Additionally, the vola-
tility of output exhibits positive linkages to the volatility of the exchange rate, which 
implies that a decrease in the volatility of the exchange rate, brought about by a re-
gime change from free floating to a target zone or by a narrower exchange band, will 
decrease the volatility of output as well. The lack of such trade-offs can be relevant 
for the evaluation of alternative exchange rate regimes. Also our inquiry is in line 
with renewed interest in models with rigidities that have appeared regularly in recent 
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literature, such as Kempa, Nelles, and Pierdzioch (1999) and Beetsma and van der 
Ploeg (1998). 

At an intuitive level, our view of the above research as well as our contribution 
is along the following lines. “Total volatility” in a closed model—like all the models 
quoted above including the present—is preserved, pretty much like the preservation 
of energy in physics. It cannot simply disappear. The negative volatility trade-off 
recorded by Svensson (1991a) is just a manifestation of the above principle when 
there is no alternative outlet for the volatility except for the volatilities of the ex-
change rate and the interest rate differential. When other outlets are available, like 
the volatility of realignment [Bertola and Svensson (1993)], then the Svensson 
trade-off might disappear. Something similar happens in the case that we investigate 
here. Another outlet is available for the volatility, in particular the volatility of the 
domestic price process. As Kempa, Nelles, and Pierdzioch (1999) documented, tar-
get zones weaken the degree of mean reversion of the domestic price level, thus 
reducing the variability of short-term real interest rates. But weakening of the degree 
of mean reversion of the domestic price level implies an increase in its volatility.  

The paper is organized as follows. Section 2 summarizes the results concerning 
the volatility of the interest rate differential in the monetary model. Section 3 pre-
sents a sticky price exchange rate target zone model, and Section 4 shows that there 
exists no volatility trade-off under overshooting both with respect to the interest rate 
differential and the output (as we demonstrate in Section 5). Finally, Section 6 con-
cludes and provides hints towards questions for further research. 

2. Volatility Trade-Offs in the Monetary Model 

In an economy without price rigidities, where output is always in equilibrium 
and purchasing power parity holds instantaneously, Svensson (1991) has shown that 
there is a negative linear trade-off between the conditional standard deviation of the 
exchange rate and that of the instantaneous interest rate differential in a perfectly 
credible target zone: 

σλσσ δ =+ )()( ffs , (1) 

where )( fsσ  and )( fδσ  are the standard deviations of the exchange rate and 
the interest rate differential respectively. They are both functions of f , the funda-
mental, which will be defined later. σ  is the standard deviation of f  and λ  is 
the Cagan interest rate semi-elasticity of money demand. 

The above follows from the monetary model of exchange rate determination: 

0,, >−−=− λϕλϕ viypm  (2) 

*pps −=  (3) 
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dtiidsE *)()( −= , (4) 

where m  is the log of the nominal money supply, p  is the log of the price level, 
y  is the log of full employment output, i  is the nominal short-term interest rate, 
s  is the log of the exchange rate (domestic over foreign currency), and v  is a 
stochastic disturbance. An asterisk indicates a foreign variable. The above set of 
equations (2)-(4) represent respectively the money market equilibrium, the purchas-
ing power parity, and the uncovered interest parity condition. 

An important assumption is the equation of the stochastic evolution of the 
disturbance: 

dzdtdv σµ += . (5) 

This is a Brownian motion with drift µ  and instantaneous standard deviation σ  
where dz  is a Wiener process. In his seminal paper, Krugman (1991) made the 
simplest and convenient assumption that v  follows a Brownian motion process 
without drift. 

Solving for the exchange rate s  one gets 

dt
dsEffs ][)( λ+= , (6) 

where f  is the stochastic fundamental defined as the sum of the money supply and 
the stochastic disturbance, which is also sometimes referred to as ‘exogenous veloc-
ity’ [Svensson (1992)]: 

vmf += . (7) 

An explicit assumption, without loss of generality, has been made that 
0** === piy  in order to derive the results above. Typically, the money supply is 

assumed fixed as long as the exchange rate is in the interior of the band and is ad-
justed when it hits the boundaries. 

3. A Model with Price Rigidities 

The model is given by the following equations where all the parameters κ , 
λ , γ , η , ϕ , and σ  are positive real numbers: 

iypm λκ −=−  (8) 

)()( ps
dt
dpEiy −+



 −−= ηγ  (9) 
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dzdtyydp σϕ +−= )(  (10) 

idtdsE =)( . (11) 

The assumption of price flexibility is replaced by a type of Phillips curve [equation 
(10)] that relates inflation to the level of excess demand. This is one of the possible 
ways to model sticky prices [see Sutherland (1994) for alternatives]. We have also 
assumed that 0* =i  and 0* =p  to simplify expressions. 

The only stochastic element is the white-noise disturbance of the inflation 
process. Demand depends on the real interest rate and the real exchange rate [equa-
tion (9)]. Notice that the stochastic differential equation (10) is a general Ito process 
with variable drift. It is a substantially different model from the one used in Svens-
son (1991a), as a simple juxtaposition of equations (2) and (5) versus equations (8) 
and (10) will verify. In fact, it is a form of the Ornstein-Uhlenbeck process with 
variable mean reversion. The monetary authority intervenes, as in the flex-price 
model before, infinitesimally and only at the margins in order to defend the band. 
Thus, the nominal money supply is kept fixed at some target level in the interior of 
the band and is only adjusted at the boundaries. The cost of modeling the problem 
this way is that analytical solutions are no longer available, but this is not essential 
for the purposes of this paper. 

4. Interest Rate Differential and Exchange Rate Volatilities 

The solution of the target zone model with price inertia for the exchange rate 
)( fs  is 

dt
fdsEfffs )]([)()( β+= , (12) 

where 

ϑζ += pf  (13) 

ηκ
ϕλκγλβ )( −+

=  (14) 

ηκ
ηκϕγζ 1−+

=  (15) 

ym
η
γϕ

ηκ
ϕγϑ +

−
=

1 . (16) 

A unique converging equilibrium saddle path is guaranteed for 0>β . This basi-
cally represents the condition under which the deterministic system (obtained by 
setting 0=σ ) possesses a stable saddlepoint equilibrium [Miller and Weller (1991, 
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p.1382)]. Thus for the remainder of the paper we make this assumption. 
One can also distinguish two cases with respect to the exchange rate response 

to money supply changes. If 1<+ϕγκη  [obtained by setting 1/ >dmds , Miller 
and Weller (1991)], the exchange rate overshoots. If the inequality holds in the op-
posite direction, the exchange rate undershoots. The analysis that follows assumes 
overshooting while the undershooting case retains the well-known trade-offs of the 
flex-price model.  

The exchange rate turns out to be a decreasing function of the fundamental 
whose slope is less than one in absolute value [Miller and Weller (1989)]. 

We now define the instantaneous interest rate differential. Since 0* =i , it is 
given by 

i=δ . (17) 

Using the interest rate parity equation (11) and equation (12) we get 

β
δ ffsf −

=
)()( . (18) 

Differentiating with respect to f  we obtain 

β
δ 1)(')(' −

=
fsf . (19) 

The negativity of the derivative of the interest rate differential above is guaranteed 
since the slope of the exchange rate is negative. 

Now, since both the interest rate differential and the exchange rate are functions 
of the fundamental f , generalized Ito processes can describe their stochastic evo-
lution as follows: 

dzfdtffds ss )()()( σµ −=  (20) 

dzfdtffd )()()( δδ σµδ −= . (21) 

Writing the equations above this way guarantees positive standard deviations since 
both functions are decreasing in the fundamental. 

From equation (13) we derive the stochastic evolution of the fundamental 

dzdtyydpdf ζσζθζ +−== )( . (22) 

Now, using Ito’s rule, the diffusion coefficients of the two differentials are 

ζσδσδ )(')( ff −=  (23) 

ζσσ )(')( fsfs −= . (24) 
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Substituting equations (23) and (24) into (19) we have 

σζσβσδ += )()( ff s . (25) 

And obviously, 

01
)(
)(

>=
βσ

σδ

fd
fd

s
. (26) 

We have shown that no trade-off exists between the volatility of the exchange 
rate and that of the nominal interest rate differential in the particular case we studied 
above. Thus a policy that narrows the exchange rate fluctuation margins decreases 
the conditional volatility of both the exchange rate and the interest rate differential. 
This implication is in fact consistent with the empirical findings of Flood, Rose, and 
Mathieson (1991) since they do not find any negative trade-offs for the EMS coun-
tries.  

5. Output and Exchange Rate Volatilities 

We now turn our attention to the conditional standard deviation of output, and 
we show that it is positively related to that of the exchange rate as well. Solving the 
model for the output y  we get 

Afsffy ++







+−= )(11)(

βκ
λ

κβκζ
, (27) 

where  

ymA
ηκζ
γϕ

ζηκ
ϕγ

κ
+







 −
−= 2

11 . (28) 

Differentiating equation (27) yields 

0,1)(')(' >=−−=
κβ
λξ

κζ
ξξ fsfy . (29) 

The above expression is always negative since the exchange rate is decreasing in the 
fundamental. Since y  is a function of f , the following Ito process will give its 
dynamics: 

dzfdtffdy yy )()()( σµ −= . (30) 

Now from Ito’s rule  
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ζσσ )(')( fyfy −=  (31) 

ζσσ )(')( fsfs −= . (32) 

Substituting (31) and (32) into (29) we get 

01,)()( >+=+=
κζ

ξσζξσσ vvff sy . (33) 

And finally, 

0>= ξ
σ
σ

s

y

d
d

. (34) 

With sticky prices, and when the exchange rate overshoots, a decrease in the condi-
tional volatility of the exchange rate leads to a decrease in the conditional volatility 
of output. The results of Weber (1990) seem to indicate that the unconditional vola-
tility of output is lower for EMS countries. It would be interesting to obtain meas-
ures of the conditional output volatility in future research. 

One can also show that the results of the first generation target zone models, 
based on the monetary model, can be viewed as a special case of the sticky price 
model and can in fact be obtained as the speed of adjustment in the economy, ϕ , 
increases. As ϕ  rises, prices adjust faster to shocks and the conditions for under-
shooting are eventually met, in which case volatility trade-offs are the same as the 
ones we observe in the monetary model.  

6. Conclusions 

We have shown that there exists a positive linear linkage between the volatility 
of the exchange rate and the volatility of the instantaneous interest rate differential in 
an economy with sticky prices. The linear negative trade-off relationship derived by 
Svensson (1991) for the flex-price model, depends on the assumption of fast adjust-
ing prices. When prices are sticky and the exchange rate overshoots, no such 
trade-off exists. 

The implications of the sticky price model might be more consistent with EMS 
data than the monetary model results. The empirical evidence in Flood, Rose and 
Mathieson (1991) seems to indicate that non-linearities in the exchange 
rate-fundamental relationship do not exist. Underlying their entire analysis, though, 
is the monetary model and an estimate of the interest semi-elasticity of money de-
mand of 0.1, which determines the degree of non-linearity in the exchange rate. No-
tice that for fs == ,0λ , and the exchange rate-fundamental relationship is linear. 
As λ  increases, the relationship becomes non-linear. In our model it is β  that 
determines the degree of non-linearity, and this parameter can reasonably be greater 
than 0.1. 
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Concerning volatility trade-offs, their tests seem to indicate that, for the EMS, 
no negative volatility trade-offs exist between exchange rates and the interest rate 
differential. These findings are consistent with the sticky price model that we pre-
sented here even in the absence of realignment risk. 

Finally, taking into account our results allows one to view the work of Kempa, 
Nelles, and Pierdzioch (1999) from a slightly different angle. They use a model with 
price rigidities to study the effect of imposing exchange rate target zones on the term 
structure of interest rates. Using qualitative arguments and simulations, they show 
that target zones weaken the degree of mean reversion of the domestic price level, 
thus reducing the variability of short-term real interest rates. Thus volatility may be 
alternatively transferred to prices, since they become less mean reverting, while both 
the volatility of the exchange rate and the volatility of the interest rate differential 
decrease. 
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