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Abstract. In order to import the domain knowledge or application dependent parameters into the data min-

ing systems, constraint-based mining has attracted a lot of research attention recently. However, most of the 

constraint-based mining algorithms are designed for static data sets, and are not investigated in the data 

stream environment. In this paper, we devise a framework of Constrained Clustering for the Evolving Data 

Stream, abbreviated as CCDS framework, to cluster the data stream under the pairwise range constraint. The 

CCDS framework proposed consists of two phases, namely the statistics reserving phase and the clustering 

responding phase. The statistics reserving phase provides an efficient algorithm to process and maintain the 

data points in a compact structure named constraint tree. The clustering responding phase generates clusters 

whenever a clustering request is submitted by the user. As shown in our analyses, the time complexity of the 

statistics reserving phase, which is the time complexity of constructing the constraint tree, is linear in the 

number of data points. In addition, the clustering time is also reduced by applying the statistics maintained to 

the clustering algorithm. Therefore, framework CCDS is very suitable for the data stream environment. It is 

empirically shown that the proposed framework is very efficient for dealing with multiple constrained clus-

tering requests in the data stream environment while producing clustering results of very high qual-

ity  

Keywords: data mining, data clustering, constrained clustering, data stream 

1   Introduction 

Data clustering is a useful technique for many applications, including similarity search, pattern recognition, trend 

analysis, marketing analysis, grouping, classification of documents, and so forth [1][2]. In data clustering, similar 

data points are grouped together in a cluster. In recent years, several mining capabilities have been explored for 

the data stream environment [3][4], including those on the association rules [5], frequent patterns [6], data clus-

tering [7-9], and data classification [10][11], to name a few. For data stream applications, the volume of data is 

usually too huge to be stored on permanent devices or to be scanned thoroughly more than once. It is hence rec-

ognized that both approximation and adaptivity are key ingredients for executing queries and performing mining 

tasks over rapid data streams. 

Since data mining is an application dependent technology, the information involving domain knowledge is 

usually imposed on the mining systems as various constraints. Some algorithms have been proposed for cluster-

ing with constraints [12-17]. However, they are mainly designed for static data sets and are usually not able to 

work well in the data stream environment. On the other hand, the main focus of the research on mining data 

streams is to solve mining problems under the condition of limited resources, such as time and space, compared 

to the fast and infinite data points. However, the constraints for clusters or data points are not fully investigated. 

In this paper, these two concepts, i.e., the properties of constraints and data streams, are combined and consid-
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ered at the same time. Note that the effects of these two factors are entangled, thus significantly complicating the 

problem. We focus our attention on clustering with the pairwise numerical constraint, which was proposed in the 

work [13], and propose a framework to support this constrained clustering problem in the data stream environ-

ment. Specifically, those attributes employed to model the constraints are called constraint attributes whereas 

those attributes involved in the objective function to be optimized, similar to those in most prior works, are called 

optimization attributes. The constrained clustering is conducted in such a way that the objective function of opti-

mization attributes is optimized subject to the condition that the imposed constraint by constraint attributes is 

satisfied. The constraint considered in this work is that the constraint attribute values of any two data items in the 

same cluster are required to be within the corresponding constraint range. 

This pairwise constrained clustering problem can be understood by the following example. Consider the data 

points in Fig. 1 where X and Y are the conventional optimization attributes which form the coordinate of the 

residential location and age is the constraint attribute with the constraint range being 5 years. The nodes in Fig. 

1(a) are identical to those in Fig. 1(b) and the number next to each node represents the age of that person. By 

conventional clustering methods which are designed to cluster nearby nodes together, these nodes may be parti-

tioned into the two clusters as shown in Fig. 1(a), in which, however, the age constraint is not obeyed. Instead, 

one possible solution to this constrained clustering problem is shown in Fig. 1(b), where members within 22 - 27 

years old are in one cluster, and people within 33 - 38 years old are in the other cluster. Such a clustering with 

numerical constraints is called for in many real applications. For example, we may apply this pairwise numerical 

constrained clustering on the basic data of people in a club to group people provided that we require the range of 

ages in each group to be no more than 5 years. Notice that we do not indicate a fixed boundary of a cluster ex-

plicitly. Instead, the boundaries of constraint attributes of each cluster are dynamically determined by the data 

points existing in the cluster. In the example in Fig. 1, once a person joins a cluster, the age range of this cluster 

is adjusted immediately. For example, assume that the first person joining a group is 23 years old, then people 

between 18 to 28 years old are allowed to join this group afterward. However, if the second person joining this 

group is 27 years old, the age range of this group is narrowed down to 22 - 28 years old, meaning that the age 

boundary of this cluster is revised. Finally, groups with similar people are generated based on the 5-year range. 

Figures 1(c) and 1(d) show the age in the third dimension, and the difference to the result from a conventional 

clustering method is also shown. Possible applications of this constrained clustering model include bioinformat-

ics data with the control of temperature [18], the group behavior of GPS users along the time line, and the seg-

mentation of a video into story units [19], to name a few. More justification of this problem model can be found 

in [15][20]. 
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(d) Three-dimensional graph of (b)

(a) A conventional clustering
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(b) A constrained clustering with 

age constraint range = 5
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Fig. 1. Illustration for the difference between a conventional clustering and a numerical constrained clustering 
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Note that in the data stream environment, data points arrive continuously. The limited space does not allow us 

to maintain all the information of data points. Therefore, data points can only be parsed once to collect necessary 

statistics and then discard afterwards. In addition, to process fast incoming data points, an efficient algorithm of 

maintaining statistics is also required. Furthermore, along the accumulation of data points, users are possible to 

have different clustering requirements at different time. For example, when a club has fewer members and fewer 

resources, 5 clusters with the constraint range being 10 years are good. However, when more and more members 

join, users may feel that 10 clusters with 5-year range are more appropriate. In addition, clustering requirements 

are usually unpredictable in advance because they are application dependent and are usually different for various 

purposes. Therefore, a framework, which is able to handle infinite arriving data points and support various clus-

tering requirements, will be desired. 

In this paper, we devise a framework of Constrained Clustering for the Evolving Data Stream, abbreviated as 

CCDS framework, to cluster the data stream under the pairwise numerical constraint. The CCDS framework 

proposed consists of two phases, namely the statistics reserving phase and the clustering responding phase. The 

statistics reserving phase provides an efficient algorithm to process and maintain the data points in a compact 

structure named constraint tree. On the other hand, the statistics maintained will be retrieved in the clustering 

responding phase to generate clusters according to clustering requests specified by users. Since the clustering 

requirement is obtained only when a user submits the request, the maintained information is required to have the 

ability to service various clustering requests without process the original data points again. Note that in addition 

to minimize the clustering costs, the pairwise numerical constraint should be followed strictly. Accordingly, we 

design the constraint tree structure to provide a higher priority for the constraint attribute when data points are 

inserted. Then, data points with higher similarity are summarized and maintained in one record to reduce the 

storage space. As shown in the complexity analyses, the time complexity of the statistics reserving phase, which 

is the time complexity of constructing the constraint tree, is of O(n) where n is the number of data points. In addi-

tion, the clustering time is also reduced by applying the statistics maintained to the clustering algorithm, which 

ensures the efficient execution of framework CCDS in the data stream environment. Furthermore, theoretical 

properties of CCDS are derived in this paper. It is also validated by our empirical studies that the CCDS frame-

work performs very efficiently in the data stream environment while producing clustering results of very high 

quality. 

The rest of this paper is organized as follows. The problem description and framework definitions are given in 

Section 2. Section 3 presents the proposed algorithms to deal with this constrained clustering problem in the data 

stream environment. Then empirical studies are conducted in Section 4. This paper concludes with Section 5  

2   Problem Description 

In this section we will describe the problem studied in this paper, and introduce a framework to solve the con-

strained clustering for the evolving data stream. As mentioned earlier, among all attributes of the data set, some 

are specified as constraint attributes and some are optimization attributes. Constraint attributes and optimization 

attributes may overlap because some attributes are possibly important in both considerations. Similar to the con-

ventional clustering problems, there is an objective function operating on the optimization attributes to measure 

the cost of clustering. In addition, an additional constraint range 
Ca

R  is set for the constraint attribute aC. For 

any pair of objects oi, oj in a cluster, the constraint distance ),( jia ood
C

 of constraint attribute aC between any 

two objects oi and oj is required to be less than or equal to
Ca

R . For example, in Fig. 1, age is a constraint attrib-

ute, denoted by aage, and its constraint range 
ageaR  is 5. The constraint distance (.,.)

agead , which is the differ-

ence of ages, should be no more than 5 years. For the simplification and clearer discussion of this problem, we 

focus on the scenario of a single constraint attribute in this paper. Formally, we have the following problem defi-

nition. 

 

Definition 1 Clustering Data Stream with Pairwise Constraint: 
� A data stream D of infinite incoming objects is represented as {o1,o2, ..., oi, ...}. 

� A clustering request is a pair of (k, 
Ca

R ),where k is the number of clusters, 
Ca

R  is the constraint range of the 

constraint attribute aC , and the value of kR
Ca
×  is larger than or equal to the whole range of the constraint at-

tribute aC . 

� Given a data stream D and a received clustering request of (k, 
Ca

R ), the pairwise constrained clustering problem 

is defined as the problem of determining the k-clustering Cl = {C1,C2, ..., Ck} in such a way that the total cost 
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Cost(Cl) is minimized subject to the condition that for any pair of objects (oi,oj ) in a cluster, we have 

CC ajia Rood ≤),( . The cost function Cost(Cl) is calculated based on the optimization attributes. 

 

Example 1: Given a data stream as follows, D ={(9,11), (2,27), (7,3), (10,9), (6,29), (8,23), (4,22), (5,8), (3,6), 

(1,25), ...}, where the first value of each data point is the value of the constraint attribute, and the second one is 

the value of the optimization attribute. Suppose that a clustering request of (k, 
Ca

R ) = (2, 6) is submitted when 8 data 

points are received. The constrained clustering result will be C1 = {(2, 27), (6, 29), (8, 23), (4, 22)} and C2 = {(9, 11), 

(7, 3), 10, 9), (5, 8)}. Note that the values of the constraint attribute are in the range [2-8] for cluster C1 and in the 

range [5-10] for cluster C2 to comply with the constraint range 6. Then, after two more data points are inserted, another 

clustering request of (k, 
Ca

R ) = (3, 5) is submitted. The clustering result of C1 = {(2, 27), (6, 29), (4, 22), (1, 25)}, C2 

= {(9, 11), (10, 9), (8, 23)}, and C3 = {(7, 3), (5, 8), (3, 6)} will be responded to the new request. It is noted that some 

data points are not in the same clusters as the previous clustering result since the constraint range and the number 

of clusters are changed.  

6250 6250 190185173 190185173

158 158 27252017 27252017 200190 200190

bucketbucket bucketbucket bucketbucket bucketbucket bucketbucketbucketbucketbucketbucket

…

……

……

constraint

levels

dense-record

buckets

1731209050 1731209050

47423317 47423317

…

 

Fig. 2. Illustration of the constraint tree, where the maximum number of keys in a node is 4. Each node contains at least 2 

keys and at most 4 keys. The leaf nodes link to dense-record buckets. 

 

Note that in the data stream environment, data points arrive continuously and users can submit clustering re-

quest (k, 
Ca

R ) at any time. According to the above definition, two main tasks are required to be handled in our 

framework. First, we have to keep track of the incoming data stream, and maintain sufficient information or sum-

maries for generating clusters with high quality. Second, clusters, which are able to satisfy requirements specified 

by users, should be generated from the available information instead of from the original whole data set. Note 

that the maintained information should service various clustering requests without process the original data points 

again. Therefore, a framework named Constrained Clustering for the Evolving Data Stream, abbreviated as 

CCDS framework, containing two phases, which are the statistics reserving phase and the clustering responding 

phase, is proposed to deal with these two tasks, respectively. In the statistics reserving phase, the arriving data 

points are processed and some statistics are maintained. Note that clusters are generated whenever a clustering 

request is submitted by a user; therefore, we have no idea about what kind of clusters will be generated when data 

points arrive. In other words, the statistics maintained during the statistics reserving phase should contain enough 

information for currently unknown clustering requests while keeping the required storage space small. In the 

CCDS framework, a compact data structure, named constraint tree, is proposed to maintain the statistics effi-

ciently for future clustering requests. In the clustering responding phase, clustering requests containing the cluster 

number k and the constraint range 
Ca

R  are obtained. Then, according to the clustering requests, the clustering algo-

rithm will be applied to the statistics kept in the constraint tree. Therefore, multiple clustering requests are able to 

be served without visiting the original data set. The details of the constraint tree and the proposed algorithms will 

be described in Section 3. 

 

3   Design of CCDS Framework 

In Section 3.1, the algorithm for maintaining the constraint tree during the statistics reserving phase is presented. 

Next, the approach to generate clusters in the clustering responding phase is described in Section 3.2. 
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3.1   Statistics Reserving Phase  

Since the data points in the data stream environment arrive continuously, we are not able to store the information 

of all data points. Therefore, a compact structure is required to keep enough information for clustering requests in 

the future without incurring massive storage space.  

Note that data points considered in this work contain two types of attributes, which are the constraint attribute 

and the optimization attributes. The constraint attribute sets a restriction on data points to be put in the same 

cluster. On the other hand, clusters with lower cost, which is calculated by the optimization attributes, are more 

desirable. Therefore, these two types of attributes should be handled separately in the statistics reserving phase. 

Accordingly, the constraint tree is designed to incorporate the information of the constraint attribute and the 

optimization attributes in a compact structure. This constraint tree consists of two parts, which are constraint 

levels and dense-record buckets, as shown in Fig. 2. The index keys in the constraint levels are values of the 

constraint attribute, where as similar data points in the same leaf node are aggregated into one record in the 

dense-record bucket. When a new arriving data point is inserted into the constraint tree, it traverses through the 

constraint levels according to the value of constraint attribute first, and then goes to the dense-record bucket 

afterwards. As such, among all the attributes, the constraint attribute is able to be considered in a higher priority. 

Then, the optimization attributes are taken into consideration for data points within a smaller range of constraint 

values. 

The purpose of constraint levels is to distribute data points according to the constraint attribute in a more bal-

anced way. However, the limitation of restricted space in the data stream environment usually does not allow us 

to keep track of every possible value. Therefore, when more and more data points with different constraint values 

are received, the precise constraint values are not always be inserted as a new index key value of the constraint 

tree. Instead, some data points will be assigned to an appropriate leaf node directly without creating a new key. 

The inner nodes of constraint levels are represented as the following format: 

<child0, key1, child1, key2, child2,..., keym, childm> , 

where childi is the pointer to a child node, and keyi is a constraint value where keyi < keyj if i < j. There are at 

most m keys and at least 





2

m
 keys  in each node. The child node linked by childi contains records with the 

constraint  values in the range of [keyi , keyi+1) for 1 < i < m-1. The child node linked by child0 contains records 

with the constraint values being smaller than key1, and the child node linked by childm contains records with the 

constraint values being larger than or equal to keym. The format of leaf nodes is the same as inner nodes. Rather 

than linking to a child node, a pointer in a leaf node links to a dense-record bucket instead. Similar to the inser-

tion of B+-tree, an incoming record traverse the constraint tree to find a suitable leaf node for insertion. If there is 

still empty space in the node, a new key is inserted. Otherwise, the node needs to be split and the median key is 

inserted into its parent node. If the parent node is also full, split it and repeat the procedure until no parent node 

needs to be split. 

However, the constraint tree is not allowed to grow infinitely due to the limited space in the data stream envi-

ronment. Therefore, a predefined parameter Hmax , which can be specified by users according to the available space, is 

assigned to be the maximum height of constraint levels. Note that when the height of the constraint tree is smaller 

than Hmax, there are still not many data points arrived. In this situation, we have enough space to allow the constraint 

tree being built precisely without any approximation. Therefore, data points are inserted into the constraint tree 

without any restriction. However, when more and more data points have been inserted, not all of them can be 

maintained precisely. Therefore, the insertion operation will be adjusted to include more data records in a dense-

record bucket while do not lose much information. 

We can observe that except for the root node, which has at least two branches, every node contains at least 

1
2

+




m
 branches. Therefore, the constraint tree is a highly balanced tree, where leaf nodes are all at the same 

level and each node is at least half full. In addition to the balanced structure of the constraint tree, we also desire 

that the distribution of the constraint values can be highly balanced. This highly balanced distribution can be 

achieved more easily for static data sets, where all the data points are available for calculation. However, in the 

data stream environment, maintaining the balance will be an uneasy job because of the evolving of data points 

and the limitation of available space. Therefore, we propose a mechanism to construct a more balanced constraint 

tree for the evolving data stream. The following lemmas help us to build a more balanced constraint tree. 

Lemma 1 The number of leaf nodes, denoted as nL, in the constraint tree of height Hmax is in the range of 

.)1(,)1
2

(2
12 maxmax









++




× −− HH
m

m
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Proof. Except for the root node, which has at least two links, every node contains at least )1
2

( +




m
 links. 

Therefore, the number of leaf nodes of the tree with height Hmax will not smaller than 
2max)1

2
(2

−+




× Hm
. On 

the other hand, the maximum number of keys in each node is m; at most (m+1) links will be in a node. The 

maximum number of leaf nodes will be 
1max)1(
−+ H

m . 

 

Note that a link of a leaf node connects to a dense-record bucket. According to the above lemma, the number 

of dense-record buckets in the constraint tree can be calculated as the following lemma. 

 

Lemma 2 The number of dense-record buckets, denoted as nB, in the constraint tree of height Hmax is in the 

range of 









++




× − maxmax )1(,)1
2

(2
1 HH
m

m
. 

Note that all the dense-record buckets will cover the whole range of the constraint attribute without overlap. 

Proof. The minimum number of dense-record buckets in a leaf node is )1
2

( +




m
. Therefore, the number of 

dense-record buckets of the tree with height Hmax will not smaller than 
1max)1

2
(2

−+




× Hm
. On the other hand, 

the maximum number of dense-record buckets in each leaf node is (m+1); thus, the maximum number of dense-

record buckets will be max

( 1)
H

m + . 

 

Recall that a dense-record bucket contains a number of data points whose constraint values are in the range 

specified by the keys in the leaf node of the constraint tree. In order to maintain more precise constraint values 

for data points, dense-record buckets with smaller ranges of constraint values will be preferred. However, as 

shown in Lemma 2, the number of dense-record buckets in a constraint tree is limited, and all the dense-record 

buckets will cover the whole range of the constraint attribute. Since we have no idea about the distribution of 

constraint values of incoming data points, a balanced distribution of constraint values into all the dense-record 

buckets will allow us to maintain data points more precisely. Furthermore, because the number of incoming data 

points is infinite, which causes the range of the constraint attribute being possible to vary along with the arriving 

data points, we are not able to specify the ranges of the constraint attribute for all the dense-record buckets di-

rectly. Therefore, a guideline is introduced in this paper to adjust the ranges of the constraint attribute in dense-

record buckets dynamically according to arriving data points. Since the range of constraint values in a dense-

record bucket is affected by the number of dense-record buckets in the constraint tree, we have the following 

observation. 

 

Observation: From Lemma 2, we can observe that the constraint tree of height Hmax contains nB densr-record 

buckets, where maxmax )1()1
2

(2
1 H

B

H
mn

m
+≤≤+




× −
. Therefore, if the whole range Rwhole of the constraint 

attribute is distributed to these dense-record buckets uniformly, each dense-record bucket is desired to cover the 

range between  
max)1(

H

whole

m

R

+
 and

1max)1
2

(2
−+




× H

whole

m

R
. 

Because the number of branches in each node is between  )1
2

( +




m
 and (m+1), we choose a middle value for 

approximating the range of the constraint values in a dense-record bucket. Accordingly, a guideline is provided 

as follows. 
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Lemma 3 The approximating range Rapp is assigned as  

max)1
4

3
(

H

whole

m

R

+





. When a data point arrives at a leaf 

node, if the constraint value of the new data point, denoted as keynew, is larger than the largest key in the leaf 

node, denoted as keymax,, insert the new key if (keynew – keymax,) > Rapp. If it is smaller than the smallest key in the 

leaf node, denoted as keymin, insert the new key if (keymin,– keynew,) > Rapp. Otherwise, this data point is put into a 

dense-record bucket directly without creating a new key.  

 

The procedure of constructing the constraint tree is described as follows. 

Procedure of Constructing the Constraint Tree 

1. When a data point with the constraint value keynew is inserted, update the minimum value and the maximum 

value of the constraint attribute if so necessarily. 

2. Traverse the tree to an appropriate leaf node according to the constraint value. Then three cases are consid-

ered: 

2.1 Case 1: If the key value keynew already exists in the leaf node, insert this data point into a dense-record 

bucket. If this data point has high similarity with an existing dense-record in the bucket, merge the date 

point to that dense-record. 

2.2 Case 2: If the height of constraint tree is smaller than Hmax, insert the constraint value of the data point 

as a new key. A dense-record bucket with this data point is also created. If this leaf node is full, split it 

into two nodes and insert the middle key to their parent node. This step of split and insertion will be re-

peated until no splitting of a parent node is required. 

2.3 Case 3: If the height of constraint tree is equivalent to Hmax, two cases will be considered: 

Case 3.1: if (keynew–keymax) ≤Rapp and (keymin–keynew) ≤Rapp, this data point is inserted into a 

dense-record bucket directly. 

Case 3.2: Otherwise, insert the new key, create the corresponding dense-record bucket, and 

split nodes as Case 2 while needed. After this insertion, if the height of the constraint tree in-

creases to (Hmax+1), which exceeds the maximum height allowed, the constraint tree needs to be 

adjusted. In order to maintain the height of the constraint tree not to exceed Hmax, the leaf nodes 

of the constraint tree will be regarded as dense-record buckets afterwards, and the parents of 

original leaf nodes will become new leaf nodes. The dense-record buckets in an original leaf 

node are combined into a single dense-record bucket, and dense-records with high similarity are 

merged. Consequently, the height of the constraint tree is reduced to Hmax again. 

 

2017 2017 312725 312725

6250 6250 190185173 190185173

158 158 200190 200190…
……

constraint

levels

dense-record

buckets

2517 2517 474233 474233

5033 5033 17312090 17312090

9090

…

bucket bucket bucket bucket

 

Fig. 3. Illustration of inserting a data point with constraint value 31. 

 
Example 2: Consider the constraint tree in Fig. 2 as an example and recall that m =4 and Hmax =3. Assume that a 

data point with key 31 is inserted. Since the constraint tree already reaches the maximum height, Case 3 in the 

Procedure of Constructing the Constraint Tree will be followed. Rapp is calculated by 3

1
4

43

8200
3
=






 +
×

−
, 
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keymax of the leaf node is 27, and we will have that (31–27) = 4 > Rapp. Therefore, Case 3.2 will be followed next. 

After this insertion, several nodes are split and the height of the constraint tree becomes (Hmax+1), as shown in 

Fig. 3, where the split nodes are marked with red and bold key values. Therefore, the original leaf nodes of the 

constraint tree will be regarded as dense-record buckets afterwards, and the parents of original leaf nodes will 

become new leaf nodes. Then, the height of the constraint tree is reduced to Hmax again. 

It is noted that if the values of the constraint attribute do not have much correlation with time, the constraint 

tree will become stable soon, and most of new data records will be inserted to appropriate dense-record buckets 

accordingly. However, if the values of the constraint attribute are dependent on time, the whole range of the con-

straint attribute will getting larger and larger. In this situation, our approach is able to adjust the constraint tree 

dynamically according to the increasing range.  

After introducing the properties of constraint levels and the construction of the constraint tree, we start to de-

scribe the details of dense-record buckets. A dense-record bucket contains multiple dense-records, and a dense-

record, which is an aggregation of similar data points, can be regarded as a micro-cluster within a smaller range 

of the constraint attribute. A dense-record is represented as the following format, 

[ ] ( )SSLSNeasa CC ,,,.,. , 

where aC.s and aC.e are the smallest and largest constraint attribute values of data points in this dense-record respec-

tively, and the part ( )SSLSN ,,  is the same as the Clustering Feature defined in BIRCH [21]. Accordingly, N is 

the number of data points in the dense-record, LS is the linear sum of the N data point, i.e., ∑
=

N

i

iX
1

, and SS  

is the square sum of the N data points, i.e., ∑
=

N

i

iX
1

2
. By the Clustering Feature, the distance between two dense-

record d(Fi, Fj), where [ ] ( ) ,,,,.,. SSLSNeasaF iCiCi =  and  [ ] ( ) ,,,,.,. SSLSNeasaF jCjCj = can be 

calculated efficiently. 
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When two dense-records Fi and Fj are merged, the new dense-record will be 

[ ] ( ) ,,,,'.,'. jijijiCC SSSSLSLSNNeasa +++  

Where ).,.min('. jCiCC sasasa =  and ).,.max('. jCiCC eaeaea = . 

Example 3: Assume that Fi contains two data points (3, 20, 26) and (5, 22, 24), and Fj contains two data points 

(6, 21, 25) and (7, 23, 22),where the first value of each data point is the value of the constraint attribute, and 

others are values of the optimization attributes. Dense-record Fi is represented as 

[ ] ( )iiiiCiCi SSLSNeasaF ,,,.,.=  

.))1252,884(),50,42(,2(],5,3[

))2426,2220(),2426,2220(,2(],5,3[ 2222

=

++++=
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Similarly, dense-record Fj is represented as 

.))1109,970(),47,44(,2(],7,6[

))2225,2321(),2225,2321(,2(],7,6[ 2222

=

++++=jF
 

When dense-records Fi and Fj are merged, the new dense-record will be 

[ ] ( )

.))2361,1854(),97,86(,4(],7,3[

))11091252,970884(),4750,4442(,22(],7,3[

,,,'.,'.

=

+++++=

+++ jijijiCC SSSSLSLSNNeasa

 

Theorem 1: The time complexity of the statistics reserving phase is O(n),where n is the number of data points 

inserted. 

 

Proof. The time complexity of reading n data points is O(n). When the height of the constraint tree is smaller 

than Hmax, a data point traverse O(logmn) levels to the leaf node, and the maximum number of split caused by this 

insertion is also O(logmn). Therefore, the overall complexity is O(n)+O(logmn)= O(n). On the other hand, when 

the height of the constraint tree is Hmax, a data point traverse Hmax levels to the leaf node, and the maximum num-

ber of split caused by this insertion is also Hmax. However, if the height exceeds Hmax during the insertion, the leaf 

nodes and dense-record buckets should be processed in the complexity of O ((m +1)
Hmax

 ). Therefore, the total 

time complexity of insertion will be O(Hmax +(m+1)
Hmax

 ), which is independent to the data number n. Conse-

quently, the overall time complexity of the statistics reserving phase will be O(n)+O(Hmax+(m+1)
Hmax

 )= O(n). 

 

As will be shown in the performance studies, the time complexity of the statistics reserving phase, which is the 

time complexity of constructing the constraint tree, is linear in the number of data points. Therefore, framework 

CCDS is very efficient and suitable for the data stream environment. 

3.2   Clustering Responding Phase 

As the clustering request shown in Section 2, users want to inspect clusters with the cluster number being k and 

the constraint range being 
Ca

R . Note that the clustering algorithm is not applied to the original data set. Instead, 

the dense-records maintained in the leaf nodes of the constraint tree are retrieved for clustering. We apply the 

constrained clustering algorithm progressive CCL, which is proposed in the work [13], to generate clusters ac-

cording to the clustering requests. The distance between clusters is defined as follows. 

},|),(max{),( jbiabaji CFCFFFdccdist ∈∈=  . 

Here we take the time constraint attribute atime as example, i.e., the constraint attribute aC represents atime. For a 

cluster C, we define the start constraint value, denoted by .C ts , and end constraint value, denoted by .C te , as the 

smallest and largest constraint attribute values of data points in the cluster respectively, i.e., 

. min{ . | }
C a a

C ts a s F C= ∈  and . max{ . | }.
C a a

C te a e F C= ∈  Then, the constraint distance between two clusters Ci and Cj 

is determined as 

}..,..max{),( tsCteCtsCteCccd ijjijiaC
−−= . 

The distance measurement of two clusters is modified for this constrained clustering problem. Instead of the 

original distance dist(., .), the distance measurement between two clusters is defined as follows: 





∞

≤
=

.,

,),(),,(
),(

otherwise

Rccdifccdist
ccdist CC ajiaji

ji  

The outline of algorithm progressive CCL is shown in Fig. 4. The basic idea of algorithm progressive CCL is 

that by using a tighter constraint range in early iterations of merging, we will have more room to seek for better 

solutions in subsequent iterations. In addition to the relaxation of the constraint range, the desired cluster number 

is also temporarily modified accordingly. The whole process starts with a small local constraint range and a large 

local desired cluster number. The procedure continuously relaxes the constraint range and reduces the number of 

desired clusters, and eventually results in the actual constraint range and the cluster number specified by the user. 

Explicitly, a parameter level is used to control the number of relaxation steps. 
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Fig. 4. Outline of algorithm progressive CCL 

 

Theorem 2: The time complexity of the clustering responding phase is 
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where rc is between 0 and 1, nR is the number of dense-records retrieved from the constraint tree, O(f ) represents the 

lower order terms which can be ignored in the analysis of CCL, and level is iterations of algorithm CCL per-

formed in algorithm progressive CCL. 

 

Proof. The time complexity of algorithm progressive CCL is 

( ) .)log()log(
2

2

2

2
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In the CCDS framework, only the dense-records retrieved are used for the clustering. Therefore, the number of 

data points n will be replaced by the number of dense-records nR. 

 

Since only dense-records are applied to the clustering algorithm, framework CCDS is more efficient than algo-

rithm progressive CCL. As will be shown in the performance studies, when more and more data points are in-

serted, the superiority of framework CCDS over algorithm progressive CCL is more significant because more 

similar data points have been merged into dense-records. 

4   Performance Studies 

To assess the performance of these algorithms, we have conducted a series of experiments. These experiments 

are performed on a computer with an 1.7 GHz Intel CPU and 1 GB of memory. In order to generate the synthetic 

data used in our experiments, we adopt a method similar to the one in [13] and [21], by which n data points for k 

clusters are generated. Without loss of generality, every generated data point contains two optimization attributes 

and one constraint attribute. Several such synthetic data sets are combined together to simulate the phenomenon 

of clusters with time constraint. Both of the optimization attributes are in the range of {–100, 100}, and the range 

of the constraint attribute is {0, 10000}. Four such data sets, each of which contains 5000 data points for 5 clus-

ters, are combined into 20000 data points with 20 clusters which may overlap with one another in optimization 

and constraint attributes. All the data sets in our experiments are random samples of this data set. Therefore, 

Progressive CCL 

//Input: an input data set, the number of clusters, k, the relaxation level, and the constraint 

range Rac 

1. For i = 1 to level, do Step 2 and Step 3. 

2. Calculate the local_k and the local_Rac,  

where Local_k=(n×(level-i)+k×i)/level, and local_Rac = Rac×(k/local_k). 

3. Run the algorithm CCL based on local_k and local_Rac. 

 

Algorithm CCL 

//Input: an input data set, the number of clusters, k, and the constraint range Rac 

1. Initially, each data point forms a cluster by itself. 

2. The algorithm repetitively merges the two closest clusters. 

3. Repeat Step 2 until exactly k clusters left or all pairs of points exceed the constraint range.  
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these data sets have the same distribution as described above. In the performance studies, we will compare our 

CCDS framework with algorithm progressive CCL [13]. Note that algorithm progressive CCL can only deal with 

static data set; therefore, all data points are given in advance. On the other hand, to show the merit of framework 

CCDS on supporting streaming data sets in which data points are collected continuously, we let each data point 

be received at an individual time stamp. 

In Section 4.1, the CCDS framework is evaluated over different values of parameters. In Section 4.2, we con-

duct a series experiments of different clustering requests to compare the performance of CCDS framework with 

algorithm progressive CCL. Finally, we examine the scalability of CCDS framework in Section 4.3. 

In the following experiments, we use the average squared error of all points as the evaluation function for clus-

tering results, i.e., 

∑
∑ ∑ −

== ∈

||||

).(
)()(

2

iC

iCpC

C

centerCp
ClsqClCost

i

ii  

where Ci denotes a cluster of the clustering result Cl, and Ci.center is the center of cluster Ci. 

4.1   Parameter Sensitivity of CCDS 

In this section, two parameters of the CCDS framework, which are the maximum number of keys in each node (m) 

and the maximum height of the constraint tree (Hmax) are investigated with a fixed clustering request (k, 

Ca
R )=(20, 4000). The data set of 20000 data points is used in this experiment. The size of noise set represents 

the number of data points which cannot join a cluster without violating the constraint range. As shown in Fig. 5, 

when the number of keys m and the height of the constraint tree Hmax are too small, the number of dense-record 

buckets will be too few. Therefore, the ranges of the constraint attribute covered by each dense-record bucket 

will be too large or biased, and the dense-records maintained will not be good representatives for similar data 

points within small constraint ranges. Consequently, the clustering quality will be poor and many data points 

willbe regarded as noises since they cannot be inserted into clusters subject to the constraint. However, when 

parameters m and Hmax increase to sufficiently large values, most of the data points can be maintained effectively, 

and the performance of framework CCDS becomes stable. 

(a) Clustering Cost (b) Size of Noise Set

(c) Responding Time to a Clustering Request (d) Construction Time of Constraint tree
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Fig. 5. Performance of CCDS for different parameter settings. 
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(a) Clustering Cost (b) Size of Noise Set

(c) Responding Time to a Clustering Request (d) Construction Time of Constraint tree
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Fig.6. Comparison between CCDS and progressive CCL on (a) clustering costs, (b) size of noise set, (c) execution time of 

clustering, (d) construction time of constraint tree when the constraint range varied. 
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Fig.7. Comparison between CCDS and progressive CCL on (a) clustering costs, (b) size of noise set, (c) execution time of 

clustering, (d) construction time of constraint tree when the number of clusters varied. 
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4.2   Clustering Result by CCDS 

In this section, various clustering requests (k, 
Ca

R ) are submitted to evaluate the performance of CCDS framework. 

As mentioned earlier, algorithm progressive CCL is also executed on the same clustering requests for comparison. 

The same data set of 20000 data points is used. First, given a fixed cluster number k being 20, the performance 

against different constraint ranges 
Ca

R  is investigated. As shown in Fig. 6(a), when the constraint range is very small, 

more similar data points are assigned into different clusters because they exceed the constraint range. Therefore, 

the clustering costs of two algorithms are both higher. Note that although framework CCDS applies the same 

clustering algorithm as algorithm progressive CCL, it assigns much more data points into appropriated clusters 

without violating the constraint range because the constraint tree structure of framework CCDS provides higher 

priority for the constraint attribute, as shown in Fig. 6(b). On the other hand, when the constraint range is very 

large, say, near to the whole range of the constraint attribute, clustering results similar to those without constraint 

will be generated. Therefore, the clustering costs will be lower. In this situation, the performance of algorithm 

CCL is slightly better than framework CCDS because that the approximation of data points in the constraint tree 

sacrifices a little accuracy for the limited space. Except these two extreme cases discussed above, the clustering 

quality of framework CCDS is much better than algorithm progressive CCL. These results show that framework 

CCDS is able to solve the problem of clustering with pairwise numerical constraint gracefully, while requiring 

much shorter execution time for generating clusters, as shown in Fig. 6(c). It is also noted that the execution time 

for constructing the constraint tree is very short, as shown in Fig. 6(d). As shown in Fig. 7, similar results can 

also be obtained from the experiments of varying the number of clusters (k) with a fixed constraint range. There-

fore, our CCDS framework is able to maintain the statistics of the data stream very efficiently, while generating 

clusters with high quality by much shorter clustering time. 

4.3   On Scalability 

To evaluate the scalability of the proposed framework, the scale-up experiments on the number of data points are 

conducted. Recall that one data point is received at each time stamp for framework CCDS. Therefore, the value 

of the time stamp shown in Fig. 8 is also the number of data points accumulated at that time. As shown in Fig. 8(a) 

and Fig. 8(b), the properties of the constraint tree, such as considering the constraint attribute with a higher  
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Fig.8. Comparison between CCDS and progressive CCL on (a) clustering costs, (b) size of noise set, (c) execution time of 

clustering, (d) construction time of constraint tree when the number of data points varied. 
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priority and merging similar data points in dense-record buckets, allow the clustering responding phase of 

framework CCDS to produce clusters with higher quality than algorithm progressive CCL when the data set be-

comes larger in the data stream environment. Also illustrated by Fig. 8(c), clustering on the summarized statistics 

is very efficient for large data sets. This result conforms with Theorem 2, which states that the time required for 

responding to a clustering request is dependent on the number of dense-records rather than the number of data 

points. In addition, as shown in Fig. 8(d), as the number of data points increases from 5, 000 to 20, 000, the exe-

cution time of constructing the constraint tree is very short and grows linearly. This experiment also validates the 

time complexity analyzed in Theorem 1, which expresses that the time required for the statistics reserving phase 

is in O(n). Therefore, our CCDS framework is able to handle fast data streams very efficiently while producing 

excellent clustering results. 

5   Conclusions 

In this paper, we devised a framework named CCDS framework to cluster the data stream under the pairwise 

numerical constraint. The CCDS framework proposed consists of two phases, namely the statistics reserving 

phase and the clustering responding phase. The statistics reserving phase provides an efficient algorithm to proc-

ess and maintain the data points in a compact structure named constraint tree. On the other hand, the statistics 

maintained will be retrieved in the clustering responding phase to generate clusters according to clustering re-

quests specified by users. Since the clustering requirement is obtained only when a user submits the request, the 

maintained information in the constraint tree has the ability to service various clustering requests without proc-

essing the original data points again. As shown in the complexity analyses and also validated by our empirical 

studies, the CCDS framework performs very efficiently in the data stream environment while producing cluster-

ing results of very high quality. 
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