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Abstract

Due to the characteristics of (1) smaller bandwidth and (2) unreliable transmission media,
real-time audio streaming over wireless networks is not trivial. To have smooth audio
streaming over wireless networks, we propose a scheme called REDUP in this paper. Two
sending modes, in which redundant information is embedded in each packet, that the
REDUP scheme contains are (1) the ”redundant” mode and (2) the ”duplicated” mode.
Let a packet i can contain three audio frames i, i-1, and i-2. In the redundant mode, frame
i uses a codec of better quality than that for frames i-1 and i-2. In the duplicated mode,
frames i, i-1, and i-2 use the same codec, which has lower quality than that for frame i
used in the redundant mode. The ”redundant” mode may give better quality of sound
but consumes more bandwidth, while the ”duplicated” mode gives lower quality of sound
but consumes less bandwidth. The two modes are selected depending on the networking
situation. Round trip time (RTT) between the mobile host and the mobile gateway is
used to determine the networking situation. Two thresholds named ”upper-ratio” and
”lower-ratio” are set. When the average RTT exceeds the upper-ratio multiplies the
maximum RTT, the networking situation is set to congested; when the average RTT
is under the lower-ratio multiplies the maximum RTT, the networking situation is set
to unloaded. The transmission mode is switched from ”redundant” to ”duplicated”
when the networking situation is determined to be congested. The transmission mode is
switched from ”duplicated” to ”redundant” when the networking situation is determined
to be unloaded. In this way, the redundant information of packets is adapted to the
networking situation and the bandwidth can be utilized more effectively.

Keywords: wireless networks, real-time audio streaming, error control, flow control,
transcode
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1 Introduction

Although the current real-time audio streaming mechanisms are well-developed and per-
forms well in traditional wired networks, they fail to achieve good performance in wire-
less/mobile networks [9, 1]. Two main issues that make wired streaming mechanisms
ill-functioned in wireless networks are (1) the bandwidth of wireless networks are smaller
than that of traditional wired networks and (2) the different cause of packet loss [16, 7].

In traditional wired networks, packet loss is mainly caused by network congestion.
In wireless networks, the unreliable transmission media is the main cause of random
packet loss [9,21,24]. The characteristic of random packet loss that exists in the wireless
network environment also makes the congestion determination by loss-rate invalid. Thus,
an error control mechanism that can meet wireless network’s characteristics should be
adopted to form smooth presentations [14, 17, 8]. A feasible error control method is to
have redundant information in a packet. Let packet i contain audio frame i. Using the
redundant information method, packet i can contain some former frames i-1, i-2, etc,
which normally use lower quality of codecs than that for frame i. In this way, when
packet i-1 or i-2 is lost, audio frame i-1 or i-2 still can be recovered from packet i.

In this paper, we propose an adaptive media dependent redundant scheme for the
error control. There are two sending modes in our proposed scheme. One is called
”redundant mode” and the other one is called ”duplicated mode”. Let a packet i can
contain three audio frames i, i-1, and i-2. In the redundant mode, frame i use a codec
of better quality than that for frames i-1 and i-2. In the duplicated mode, frames i, i-1,
and i-2 use the same codec, which has lower quality than that for frame i used in the
redundant mode. The ”redundant” mode may give better quality of sound but consumes
more bandwidth, while the ”duplicated” mode gives lower quality of sound but consumes
less. The two modes are selected depending on the networking situation.

In the wireless network environment, the bandwidth is small and each connections’s
acquired bandwidth is changeable, which depends on the no. of connections originated
from the corresponding base-station. To tackle this problem, we adopt a flow control
scheme in our streaming mechanism. Since the random loss caused by unreliable trans-
mission media of the wireless environment makes congestion determination by loss-rate
fail, we use the round-trip time (RTT) to determine the networking situation [12]. The
RTT determination of networking situation is by comparing on average RTT with the
maximum RTT. Two thresholds named ”upper-ratio” and ”lower-ratio” are set. When
the average RTT exceeds the upper-ratio multiplies the maximum RTT, the networking
situation is set to congested. When the average RTT is under the lower-ratio multi-
plies the maximum RTT, the networking situation is set to unloaded. The transmission
mode is switched from ”redundant” to ”duplicated” when the networking situation is
determined to be congested. The transmission mode is switched from ”duplicated” to
”redundant” when the networking situation is determined to be unloaded. We call our
proposed scheme that adopts the aforementioned error and flow control mechanisms
”REDUP”.

A 3-tier architecture [27] is generated using REDUP. In the 3-tire architecture, an
intermediate component called wireless gateway is developed. The main functions of the
wireless gateway are (1) transcoding media and (2) dealing with wireless/wired streaming
integration. The function of transcoding media is to transform all of the media that are
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in wired networks into a format that can be used in wireless networks. An example is
as follows. In wired networks, since the capacity of bandwidth is enough, an MP3 music
stream that is 128 kbps bit-rate can be transmitted to peer clients. The MP3 music
stream is too big to be transmitted in wireless networks. Thus, the wireless gateway
transcodes the MP3 music stream and mixes it with the voice stream to lower down the
bandwidth requirement. Since different error control and flow control methods are re-
quired in wired networks and wireless networks, the wireless gateway adopts the required
mechanisms to process the streams from wired networks to wireless network and process
the streams from wireless network to wired networks.

The remaining part of this paper contains the detailed description of our proposed
scheme. In Section 2, related works are briefly introduced. In Section 3, the 3-tire system
architecture is introduced. In Section 4, a complete description of the proposed REDUP
scheme is presented. In Section 5, simulation results of the proposed scheme are given.
Conclusion remarks are given in section 6.

2 Related Works

Due to the characteristics of the wireless/mobile networks, multimedia streaming over
wireless/mobile networks is not trivial. In this Section, we give a brief survey of currently
proposed approaches for error control and flow control for wireless/mobile networks.

2.1 Error Control

The occurrence of packet loss is mainly due to congestion in some intermediate nodes in
wired networks. On the contrary, the occurrence of packet loss is mainly due to media’s
unreliability in wireless/mobile networks. Two main approaches to solve the packet loss
problem in the wireless/mobile networks are (1) the retransmission approach and (2) the
redundant approach. The retransmission approach is to retransmit lost packets when
packet loss occurs. The redundant approach is to transmit some redundant information
that is embedded with the normal packet transmission. Since we’re dealing with audio
streaming that is associated with the real-time requirement, we adopt the redundant
approach because the retransmission approach causes too much delay.

Two categories of the redundant approach are (1) the media independent one and (2)
the media dependent one.

Media Independent Redundant Approach

The media independent category, e.g. the Forward Error Correction(FEC) [20], uses
some mathematic computation to do the error recovery. When packets are sending, some
additional packets are being made and are sending. When the normal packets are lost,
the additional packets can be used to do the error recovery. A typical example is the
Rizzo’s algorithm [20]. The Rizzo’s algorithm uses a form of the (n, k) block erasure code,
which uses linear algebra metric multiplication to count for the redundant information.
The (n, k) block erasure code transmits n packets while trying to send k packets, in which
n is larger than k and the n-k packets are generated by using a mathematical algorithm
and are used for recovering lost packets.
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Figure 1: The functional flow chart of the redundant method.

Media Dependent Redundant Approach

The other redundant approach is media dependent. In the media dependent catagory,
the sender encodes outgoing data using different codecs, in which different codecs use
different encoding rates and give different qualities, An example is to adopt GSM and
G.723 codecs, in which the GSM codec uses 13.4 kbps bit-rate while the G.723 codec uses
7.6 kbps and thus the GSM codec encodes audio data with higher quality than G.723.
Figure 1 depicts the general functional flow chart of an illustrated media redundant
method.

In Figure 1, audio frames 3, 4, 5, and 6 are encoded by two codecs. The smaller
blocks are the lower bit-rate codec’s encoded data and the larger blocks are the higher
bit-rate codec’s encoded data. The smaller blocks are the redundant blocks which are
used for recovering from errors. In Figure 1, gray blocks denote lost blocks, which means
audio packets 4 and 5 are lost. Using the redundant approach, the lost audio frames 4
and 5 can be recovered by the redundant information contained in the following packets.
Though the audio quality may be lower than that of using the lower bit-rate codec, users
still can get the information that is needed.

The redundant approach can be used for recovering lost packets in an environment
that may lose packets occasionally, e.g. wireless/mobile networks. In order to get better
recovery rate, some methods were proposed to find a better combination of codecs. Here,
”better” combination means the combination can give a higher recovery rate. Bolot pro-
posed a way to find the ”better” combination of codecs [3]. Bolot’s algorithm calculates
a ”reward” value for each combination of codecs. The ”reward” value that is calculated
by using Formula (1) can reflect the recovery rate gained by the combination. The USF
algorithm was proposed later to solve some problems that Bolot’s algorithm didn’t take
into consideration, which are the bursty loss and the cyclical problems [14].
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reward =
packet loss rate after reconstruction

packet loss rate before reconstruction
(1)

Wireless/mobile networks usually have much smaller bandwidth than that of the
wired networks. The redundant approach adds more traffic. Thus, in addition to con-
sidering the recovery rate, the bandwidth consumption rate should also be taken into
consideration. The RCCS approach tries to find out a ”better” combination of codecs
for the redundant mechanism by considering not only the ”reward” value but also the
”penalty” value [8]. The ”penalty” value is calculated by using Formula (2). The com-
bination of codecs that maintains larger ”reward” and smaller ”penalty” is the better
combination.

penalty =
end to end delay after reconstruction

end to end delay before reconstruction
(2)

Unlike the media independent mechanisms, the use of media dependent redundant
mechanisms has the advantage of low-latency, in which only a single-packet delay is added
[15]. It makes the media dependent redundant mechanism to be suitable for interactive
applications, where large end-to-end delay cannot be tolerated.

2.2 Flow Control

The most usual way to determine whether a network is congested is by packet loss
detection. It is proposed in [19] that currently existing flow control protocols for packet
loss can be roughly categorized into two approaches: (1) sender-based additive increase
and multiplicative decrease (AIMD) [22,5] and (2) model-based flow control [23,11].

The sender-based AIMD approach adopts the similar control scheme as that of TCP.
Using the sender-based AIMD flow control approach, the receiver needs to send back
ACK packets to the sender whenever packets are received. The sending rate is adjusted
according to the receiving situation at the receiver side. Upon packet loss, the sender
decreases its sending rate by a determined window; the sending rate slowly increases
when the packet receiving situation becomes better. These kind of mechanisms are
stable because of their fairness of dropping and raising sending rate.

The model-based flow control (MFC) approach uses formulas that are derived by using
the queuing model to calculate the current network throughput and then to determine the
sending rate. Those formulas are usually made up with packet loss rate and round trip
time (RTT). These mechanisms are easily to be adopted because they simply calculate
throughput by a well-formed formula, but these mechanisms may be inaccurate because
the determining of packet loss-rate inaccuracy and the well-formed formula may not be
universally hold.

Flow control mechanisms that are proposed for traditional wired networks are not
suitable in the wireless environment. The main reason is that the packet loss behaviors
in the wireless networks and in the traditional wired networks are very different. For the
sender based AIMD, the sender drops the sending window because of losing packets of
the congestion in some intermediate nodes along the path. In the wireless environment,
packet loss is mainly resulted from the unreliable media. Thus, in the wireless networks,
dropping sending window upon single packet loss may cause the sending rate down and
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Figure 2: The 3-tire system architecture.

the outcome performance is not desirable. Considering of the MFC approach, the cor-
responding formula is composed of RTT, packet size, and lose-rate. If packet loss-rate
information gathered in the wireless networks is directly being used in the formula, the
resulted throughput is approximate to 0 because of the unexpected wireless losses are
taken into consideration.

New flow control mechanisms are proposed to dealing with the problem mentioned.
The WTCP schemes [21,24] and the LDA scheme [4] were proposed to solve the problem
by maintaining sending and receiving rates to determine the losses should belong to
channel fading or congestion. For the MFC category, there are also new queuing models
being proposed to calculate the throughput in wireless networks [10].

In addition to loss-rate, other mechanisms are also proposed to determine the network
congestion in other ways. A flow control mechanism proposed by using round-trip time
(RTT) to determine network status and adjusting sending rate according to the status
was proposed in [12]. In the proposed approach, RTCP packets are used for calculating
the round-trip time in every 5 seconds. Then, the average round-trip time is calculated
and compared with the maximum round-trip time determined in the network. Congested
status is determined when packet loss occurs and when the average round-trip time
exceeds the upper ratio of the maximum round-trip time. Unloaded status is determined
when the average round-trip time is lower than the lower-ratio of the maximum round-trip
time. When the congestion status is determined after the round-trip time comparison, a
TCP-like mechanism is adopted to adjust the sending rate of the sender.

In [26, 25], a special value called relative one-way trip time (ROTT) is calculated for
determination of the path status. A start threshold and an end threshold are formed.
When ROTT exceeds the start threshold, the network status is said to enter into the
congestion status. The congestion status is remaining until the ROTT is determined to
be lower than the end threshold.

3 System Architecture

Figure 2 depicts the system architecture of our 3-tire audio streaming system. Three
main components of our system architecture are (1) fixed host clients, (2) mobile host
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clients, and (3) the wireless gateway. Two audio streams that a fixed host client can send
and receive are (1) voice stream and (2) music stream. The mobile host client can only
send/receive voice stream because of the bandwidth limitation in the wireless/mobile
environment. In our current implementation, we adopt (1) GSM for voice and MP3 for
music over wired networks, and (2) GSM for wireless networks. Thus, a wireless gateway
should be allocated in the boundary of the wired networks and wireless networks in order
to allow the communication between a fixed host client and a mobile host client. The
main function of the wireless gateway are (1) media transcoding and (2) wired/wireless
streaming integration.

Transcoding
A fixed host has the ability to send an MP3 music stream to the peer client that is in the
wired networks. Since the wireless environment usually has smaller bandwidth than the
wired environment, a mobile host in the wireless networks cannot accept the MP3 stream
because of the small bandwidth of the wireless link. In order to let the mobile host clients
can hear the music transmitted from fixed host clients, the wireless gateway transcodes
music streams from the MP3 format to the GSM format and mix the transcoded stream
with the voice stream. In this way, the bandwidth is saved from the original 141 kbps to
13 kbps, in which MP3’s bit-rate is 128kbps and GSM’s bit-rate is 13kbps.

Wired/wireless streaming integration
Due to the different characteristics of wired networks and wireless networks, different error
control methods and mechanisms are required for dealing with the erroneous condition.
The main reason for error occurrence in the wired networks is congestion and the main
reason for error occurrence in the wireless networks is packet loss or packet garbling. The
wireless gateway takes the role of being the streaming integration. That is, when audio
packets are from wired to wireless or from wireless to wired, the wireless gateway adjusts
the corresponding error control method and mechanism accordingly.

The main difference between wireless audio streaming and wired audio streaming are
as follows: (1) In the wired environment, packet loss is mainly resulted from congestion.
Thus, it’s not reasonable to put more overhead into a congested network to gain error
recovery. But it may be reasonable to put more overhead to gain recovery in wireless
networks. The main reason is that the wireless environment is defaulted a lossy environ-
ment and thus packet loss does not mean the the wireless network is congested. (2) In
the wired environment, the buffering mechanism is used to smooth jitters and re-ordering
incoming packets. In the wireless environment, there is no network layer. Thus, no re-
ordering is needed. But, because of the error recovery mechanism, buffering control is
still needed for waiting for recovery frames.

4 The Proposed Scheme - REDUP

In this Section, we describe our proposed scheme called REDUP, which adopts a ”re-
dundant” mechanism and a ”duplicated” mechanism, in detail. Both ”redundant” and
”duplicated” mechanisms send the same audio packet twice or more times to make sure
that the receiver side has more possibility to receive the corresponding audio packet. The
main difference between the two mechanisms is that the ”redundant” mechanism uses
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Figure 3: The functional flow chart of the ”redundant” mechanism.

two encoding codecs while the ”duplicated” mechanism uses only one encoding codec.

4.1 Error Control

Two types of codecs that are defined in our scheme are master and slave. The master
codec has a better quality codec and has a higher priority for playing. The slave codec
has a lower quality codec and is used only when the master codec’s encoded data is
lost. Two audio encoding codecs that are adopted in our scheme are GSM and G.723.1.
The bit-rate of the GSM and G.723 codec are 13.4 kbps and 7 kbps respectively. In our
proposed scheme, we have the GSM codec to be the master codec and the G.723 codec
to be the slave codec.

Figure 3 depicts the general functional flow chart of the redundant mechanism. In
Figure 3, the large blocks contain the master codec’s encoded data and the smaller blocks,
which are called redundant blocks, contain the slave codec’s encoded data. The number
of slave blocks can be set by the application systems. The more redundant blocks are
sent, (1) the more opportunities the lost data can be recovered, but on the contrary,
(2) the more bandwidth is consumed and the more packet waiting time is needed to do
error recovery. Thus, a compromise should be derived. In our application, the outgoing
packet which contains both the master and slave encoded frames are wrapped following
the standard RTP payload format defined in [17].

The ”duplicated” mechanism do error recovery in time by using additional data in-
formation. It is similar to the ”redundant” mechanism except that the ”duplicated”
mechanism uses only one codec to encode audio data. That is, each frame is sent x times
using a single codec. Figure 4 depicts how the ”duplicated” mechanism works, in which
each frame is sent 3 times and the gray blocks denote lost packets. When some packets
are lost, the receiver can recover the data as long as one packet containing the same
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Figure 4: The functional flow chart of the ”duplicated” mechanism.

frame is received. In our proposed method, we use G.723 codec, i.e., the codec that is
used as the slave codec in the ”redundant” mechanism, for the duplicate mechanism.

4.2 Flow Control

A main feature of wireless/mobile networks is that the bandwidth of those networks
are smaller than traditional wired networks. Most proposed error control mechanisms
recover lost frames by sending additional information alone with the original data. Thus,
these error control mechanisms put more traffic into wireless networks and make the
small bandwidth wireless network have more chance to be congested. For some wireless
networks, e.g., GPRS cellular network, the bandwidth of them are so small that those
audio packets with original frames and error control data are sometimes too big to fit in.
In this kind of small bandwidth wireless networks, we adopt a flow control mechanism to
adjust our sending rate depending on network status in order to avoid the network from
being congested.

One way to determine whether current networks are congested or not is by the loss-
rate. When a base-station is congested, the incoming packets are dropped because there
are not enough bandwidth for sending them. Thus, packet loss-rate can reflect to the
congestion status of the base-station. This determination of base-station congestion is
however not suitable for our system. This scheme fails because of the sending buffer
maintained in the base-station. At the early time of congestion, since the queuing buffer
is big enough to save those audio packets that exceeds the sending rate of the base-station,
no packet loss can be detected. Packets are lost after a while when the sending buffer
of the base-station are full - the sending rate of the base-station keeps lower than that
of the sender and finally the buffer becomes full. In other words, it need some period of
time to identify the congestion and the packet loss situation.
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Figure 5: Round-trip delay calculation.

In our proposed scheme, we use round-trip delay for the determination of network
congestion status. When the base-station is congested, the sending rate of the base-
station drops, and the round-trip delay of each packet is therefore prolonged. Thus,
prolonged round-trip delay can reflect to the network congestion status. In order to
prevent frequently adjusting sending rate because of the frequent change of the status,
ACK packets are only sent once in a period. In order to prevent ACK packets being
lost, redundant ACK packets are also sent to ensure the sender receives at least one of
them and the redundant number is set to the same number of redundant number used
in the error control scheme. UDP packets are used to calculate round-trip delay because
of the current TCP’s invalid performance in wireless networks. TCP cannot reflect the
true round-trip time in our system because of the following reasons: (1) TCP retransmits
lost packets, therefore the calculated round-trip time includes the retransmission time.
(2) TCP drops the sending rate even when the rate-independent losses of packets are
determined. Packet loss is rate-independent because the loss is caused by unreliable
transmission media not by congestion. 3 ACK packets are sent in order to make sure
that the ACK packets can be received in the sender, and only one ACK is used to
calculate round-trip delay amount the 3 ACKs. Figure 5 depicts the calculation of the
round-trip delay.

3 possible statuses that the networks may be in are (1) congested, (2) normal, and (3)
unloaded. When current status is congested, the sending rate is dropping down to save
bandwidth. No operation is taken in the normal status. The sending rate is raising when
the status is unloaded. In our scheme, we adopt the network detection scheme that was
proposed in [12]. The status is determined by comparing avarage round-trip time (RTT)
with the maximum RTT. Two defined ratios are UpperRatio and LowerRatio. When the
average RTT exceeds UpperRatio multiplies maximum RTT, the network status is set to
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AvgRTT = 0.25AvgRTT + 0.75CurRTT


MaxRTT = max(CurRTT, maxRTT)

CongestedBound = UpperRatio * MaxRTT

UnloadedBound  = LowerRatio * MaxRTT


IF AvgRTT > CongestedBound THEN

    Network_Status = Congested

ELSE IF AvgRTT < UnloadedBound THEN

    Network_Status = Unloaded

ELSE

    Network_Status = Normal

END IF


Figure 6: Determination of current network status by RTT.

congested, and when average RTT is lower than LowerRatio multiplies maximum RTT,
the network status is set to unloaded. The rests are set to normal status. Thus, larger
LowerRatio is set, the more aggressively the sender tries to get back to a higher sending
rate. The smaller UpperRatio is set, the more frequent the sender tries to slow down the
sending rate. Figure 6 depicts the algorithm for the network determination. The average
RTT is calculated by applying a smoothing factor 0.75 to the current RTT, because we
want to put a heavy weight on current RTT for rapid tracing the network change with
infrequent ACK feedbacks.

4.3 The REDUP Mechanism

As that is described in the previous subsections, the ”redundant” mode has the potential
to give higher quality sound and the ”duplicated” mode can consume smaller bandwidth.
Thus, in the proposed REDUP scheme, the ”redundant” mechanism is used as the initial
default mechanism because we want to maintain better quality while the environment
can meet the need. But, when the networking situation of the wireless networks be-
comes worse, we can lower the bandwidth requirement by switching from ”redundant”
to ”duplicated”.

In the proposed scheme, when switching from ”redundant” to ”duplicate”, the master
codec encoded data frames are discarded. Thus, the bandwidth saved is 13 kbps (the
bit-rate of GSM codec). Figure 7 depicts the two sending modes of the system. The
flow control mechanism controlls the sending rate by selecting which mode is going to be
used. When RTT information tells that the current network is in the congested status
and the current mode is ”redundant”, the system enters a status preparing to drop down
to the ”duplicated” mode. When RTT information tells that the current network is in
the unloaded status and the current mode is ”duplicated”, the system enters a status
preparing to raise up to the ”redundant” mode. The reason that the system enters a
preparing period but not directly switches mode is because only one RTT information
may not correctly reflects a long term status. Therefore, in our proposed REDUP scheme,
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we switch modes only when the same network condition is detected by RTT information
for a defined number.

Figure 8 depicts the algorithm of our proposed REDUP scheme. In the proposed
REDUP scheme, the value of N1 (N2) is set to the start value of the preparing period
for raising (dropping) the QoS mode. Variable QoSStatus indicates the current QoS
selected status. Figure 9 depicts the meaning of the QoSStatus variable in all ranges.
When the value of QoSStatus is in the preparing period for dropping, the QoSStatus
value is decreasing each time the congested networking status is determined. When the
QoSStatus value is equal to ”Lower level”, i.e. the average RTT exceeds the upper ratio
multiplies the maximum RTT for N1 continuous RTT measurements, the QoS mode
switches from ”redundant” to ”duplicated”. Similarly, when the value of QoSStatus is in
the preparing period for raising, the QoSStatus value is increasing each time the unloaded
networking status is determined. When the QoSStatus value is equal to ”Raise level”, i.e.
the average RTT is under the lower ratio multiplies the maximum RTT for N2 continuous
RTT measurements, the QoS mode switches from ”duplicated” to ”redundant”. Every
networking status inconsistency will interrupt current preparing period and reset the
QoSStatus value to normal status. Thus, the larger the values of N1 and N2 are set, the
more precise the QoS status reflects to the long term networking status, but the slower
the system reacts to the congestion or unloaded network status.

5 Performance Evaluation

We have performance analysis of the proposed REDUP scheme in a GPRS simulation
environment provided by Ericsson Mobility World (EMW) in Taiwan. Figure 10 depicts
the network configuration of the EMW GPRS simulation environment. The simulated
cellular networks can simulate random loss caused by channel fading and background
users competing in the same cell.

We setup a sender-to-receiver delay of 300 ms in order to give a smooth presentation
of the real-time audio streaming. Each audio frame in our system contains 60 ms of
audio data. This encoding length is selected because the GSM codec needs at least
20 ms of audio data per audio frame and G.723.1 codec needs at least 30 ms of audio
data per audio frame. Thus, the lowest common multiple that is 60 ms for each audio
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Prepare_lower_level = Nl


Prepare_raise_level = -N2


Lower_level = 1


Raise_level = -1


Normal_status = 0


QoSStatus = Normal_status


QoSmode  = ‘Redundant‘


WHILE the system is running


  NetworkStatus = detect network status using RTT


  IF NetworkStatus = Congested AND QoSmode = ‘Redundant‘ THEN


      IF QoSStatus = Lower_level THEN


         QoSmode := ‘Duplicated‘


         QoSStatus := Normal_status


      ELSE IF QoSStatus > Lower_level THEN


         QoSStatus := QoSStatus - 1


      ELSE IF QoSStatus <= Raise_level THEN


         QoSStatus := Normal_status


      ELSE


         QoSStatus := Prepare_lower_level


      END IF


  ELSE IF NetworkStatus = Unloaded AND QoSmode =  ‘Duplicated‘ THEN


      IF QoSStatus = Raise_level THEN


         QoSmode := ‘Redundant‘


         QoSStatus := Normal_status


      ELSE IF QoSStatus < Raise_level THEN


         QoSStatus := QoSStatus + 1


      ELSE IF QoSStatus >= Lower_level THEN


         QoSStatus := Normal_status


      ELSE


         QoSStatus := Prepare_raise_level


      END IF


  ELSE


      QoSStatus := Normal_status


  END IF


END WHILE


Figure 8: Pseudo code for the REDUP algorithm.
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Figure 9: The meaning of QoSStatus variable.
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Figure 10: The network configuration of the EMW GPRS simulation environment.
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1 2 3 4
# of loss 125 14 3 0

# of recovery 557 575 692 886
# of total packets 3544 2788 2877 3070

recovery rate 81.67% 97.62% 99.57% 100.00%
end-to-end delay(ms) 224.711 246.681 396.681 582.024

throughput(kbps) 22.266 29.688 37.109 44.531

Table 1: The behavior of different numbers of redundant frames.

frame is adopted. The number of redundant frames per packet affects the buffer length
at the receiver side and this information also affects the buffering delay. The buffering
length equals the number of redundant frames per packet plus one in order to wait for
frame recovery at the receiver side. The limit sets for the number of redundant frame is
therefore 4 because 4+1 frames with 60 ms audio data reaches the limit of our desired
300 ms delay.

Table 1 lists the recovery rate and end-to-end delay for different networking configura-
tions for selecting the good combination of codecs. Because of the bandwidth limitation
in GPRS cellular network, the end-to-end delay becomes quite large when the number
of redundant frames is more than 2 per packet. In the following simulations of testing
REDUP parameters, the number of redundant frames per packet is therefore set to 2.
Figures 11 to ?? are simulation results for different values of parameters N1 and N2 that
for the oscillation control. The ACK period of these simulations is set to 300 ms, which
is the buffering length, in order to have fast response to the networking situation for the
real-time characteristic.

Figure 11 depicts the results when N1 and N2 are both set to 1. The two parameters
are set to one implies that the sending rate is adjusted every time a change of the
networking situation is changed. Figure 11-(a) shows the sender to receiver delay and
Figure 11-(b) shows the error control mode. The average sender to receiver delay is
148.433 ms, the maximum delay is 1071 ms, and the minimum delay is 20 ms. Since
N1 and N2 are both set to 1, the mode changes very frequently, i.e., the system is very
sensitive to the networking situation. For example, around the A pointed area, the mode
changes to the duplicated mode and changes back to the redundant mode right away
because the bandwidth has been released. But when switching back to the redundant
mode, the system suddenly encounters another lack of bandwidth situation and changes
back to the duplicated mode again. In the B pointed area, the system switches to the
duplicated mode even though the delay just exceeds the threshold a little for a short time
and switches back to the redundant mode right away.

Figure 12 depicts the simulation results when N1 and N2 are both set to 3. Figure
12-(a) shows the sender to receiver delay and Figure 12-(b) shows the error control mode.
The average sender to receiver delay is 244.880 ms, the maximum delay is 1402 ms and
the minimum delay is 130 ms. In the E pointed area, the wide gap shows the sending
mode remains in the duplicated mode for a longer time, which is caused by the larger
value of N2. In the F pointed area, there are several impulse delays which exceed upper-
threshold but the sending mode remains in the redundant mode, which is because of the
oscillation control that ignores those single events.
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Figure 11: Sender to receiver delay with N1=1 and N2=1, (a) sender to receiver delay,
(b) error control mode.
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Figure 12: Sender to receiver delay with N1=3 and N2=3, (a) sender to receiver delay,
(b) error control mode.
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Settings Average delay Maximum delay Minimum delay recovery rate
N1(1)N2(1) 148.433 1071 20 95.23
N1(2)N2(5) 363.794 1191 240 97.61
N1(3)N2(3) 244.880 1402 130 97.29
N1(5)N2(6) 349.944 1301 230 93.54

Table 2: The comparison of different settings to REDUP.

Table 2 shows the simulation results for different N1 and N2. From this table and
Figures 11 to 12, we know that when N1 and N2 are set to 3 gives good trade-off between
sender to receiver delay and mode switching. Although setting N1 and N2 to 1 gives the
lowest average end-to-end delay, the frequent mode switching makes the whole system
unreliable. The average end-to-end delay of setting the N1 and N2 to 3 is under the
desirable limit of 300 ms, and the mode switching is not as frequent as that was in N1
and N2 setting to 1 scenario. Although the duplicated mode should give lower recovery
rate because its number of redundancy frames is smaller, through the simulations we see
the recovery rate is maintain in a value around the recovery rate the redundant mode
should give. Thus, for the results of our scheme, we are trying to maintain the same
recovery rate and to shorten the end-to-end delay that may be prolonged because of the
error control.

6 Conclusion

Two main characteristics in the wireless/mobile network environment are its (1) more
unreliable transmission media and (2) lower bandwidth. In this paper, we have proposed
an audio streaming scheme for dealing with the characteristics. For the more unreliable
transmission media concern, packets are lost occasionally and these losses cannot be
categorized to congestion. Thus, we adopt the media dependent redundant approach
to recover lost frames. For the lower bandwidth concern, we adopted the approach
of transcoding and mixing higher bit-rate streams, e.g., MP3 streams, with the voice
stream for saving bandwidth, and then a flow control mechanism is used to adapt the
sending rate to the wireless/mobile network’s situation. Round-trip time (RTT) is used
for determining the current network situation. By adopting the above two methods, an
adaptive redundant scheme called REDUP containing two audio sending modes, which
are called ”redundant” mode and ”duplicated” mode, have been proposed in the paper.
The two sending modes are formed by giving different combinations of codecs. Through
the simulation results, which is executed in Ericsson EMW Taiwan, the proposed REDUP
scheme can select a suitable sending mode without affecting the error recovery capability
and can be adapted to the current networking situation.
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