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Abstract 

Because the optical WDM network will become a real choice to build up backbone in the 

future, multicast communications on the WDM network should be supported in 

communication model for various network applications. In this paper, we define a new 

multicast problem that is routing a request with delay bound to all destinations in WDM 

network with different light splitting and propose a new formulation to solve the problem, 

where the different light splitting means that nodes in the network can transmit one copy or 

multiple copies to other nodes by using same wavelength. The new problem can be reduced to 

Minimal Steiner Tree Problem (MSTP) which belongs to NP-Complete problem, and can be 

solved by an efficient three-phase (Pre-Processing Phase, Generating Phase, and Refining 

Phase) solution model with Backward Stepwise Sub-path Replacing (BSSR) and Most 

Cost-Difference First Progressive Replacing (MCDFPR) heuristics to find a feasible 

light-forest in polynomial time. Finally, experimental results show that our solution model can 

obtain a near optimal solution. 

1. Introduction 

Optical networks [1] are high-capacity telecommunications networks, based on optical 
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technologies and optical components, which provide routing, grooming, and restoration at the 

wavelength level as well as wavelength-services. The technology of WDM (Wavelength 

Division Multiplexing) network [8], based on optical wavelength-division multiplexing on an 

optical fiber to form multi-communication channels at different wavelengths, provides 

connectivity among optical components to make optical communication to meet the 

increasing demands for high channel bandwidth and low communication delay. To transmit 

data between source and destination in WDM network, a light-path which connects two nodes 

should be established. 

To support multicast communication in WDM network, nodes in WDM network may 

have the light splitting capacity which is used to split an optical signal of input port to 

multiple signals of output ports without electrical conversions, and a routing-tree used to 

transmit a request could be constructed. The light-tree [2] is a special routing-tree by 

configuring nodes in the physical topology and occupies the same wavelength in tree links. 

Each branch node of the light-tree is an optical switch had light splitting capacity. The nodes 

with the light splitting capacity named as MC (multicast capable) node are usually more 

expensive to build than those without named as MI (multicast incapable) node due to its 

complexity architecture [1]. 

Furthermore, two important measurements (communication cost and wavelength usage) 

for evaluating the performance of routing-tree are usually considered on WDM network for 

QOS (Quality Of Service). Another measurement, transmission-delay, will come into view in 

the problem of multicast in WDM network. In order to satisfy the requirement, several 

protocols and algorithms have been proposed on traditional network or WDM network to 

solve different problems. Recently, the multicast routing problem in WDM network with 

sparse light splitting is proposed and solved by X. Zhang, et al. [4]. Besides, the other 

researches of multicast routing with wavelength conversion [5] or with delay bound [6] but 

not both have been proposed.  
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In this paper, two characteristics of WDM network, nodes with different light splitting 

and a request with delay bounded, are considered simultaneously. A new multicast problem 

finding a minimal cost light-forest on a WDM network with different light splitting such that 

the request can be routed under delay bound is proposed. The light-forest is a set of light-trees 

and whose number is equal to the number of wavelengths used to serve a multicast request. 
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Fig. 1 WDM network and routing-trees for r (v9, {v0, v5, v8, v10},3.3) . 

For example, the graph in Fig. 1(a) represents a WDM network with 13 nodes, where 

nodes v7 and v9 are MC nodes. Each link in the graph is associated with a value-pair “a/b”, 

where a and b are the communication cost and the transmission-delay of link, respectively. 

For a given request, r (v9, {v0, v5, v8, v10}, 3.3), on the WDM network, the trees shown in Figs. 

1(b) and (c) are two possible routing-trees for r, where v9 is the source, v0, v5, v8, and v10 are 

the destinations, and delay bound is 3.3 time unit. The routing-tree shown in Fig. 1(b) needs 1 

wavelength, 17 communication cost units, and 7.53 time unit, and it is not feasible because 

7.53 time unit is greater than 3.3. Nevertheless, because v5 is not an MC node and the 

out-degree of v5 is 2, the routing-tree shown in Fig. 1(c) needs 2 wavelengths for routing the 

request from v5 to v4 and v5 to v0, 30 communication cost units, and 2.58 time unit, and is 

feasible because 2.58 time unit is smaller than 3.3. 

The remainder of this paper is organized as follows. In Section 2, we formally define the 

problem. In Section 3, a solution model composed of three phases to solve the problem is 

proposed and each phase of the solution model is described in detail. Section 4 presents the 
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simulation for solution model, and Section 5 gives some conclusions. 

2. Formulation  

A weighted graph G(V, E) denotes a WDM network, where the node set V represents the 

optical nodes (switches or routers), and the edge set E represents the optical links between 

nodes. The numbers of nodes and edges in the WDM network are defined as |V|=n and |E|=l, 

respectively. Each link is composed of two oppositely directed fibers. For each link e, c(e) and 

d(e) are associated with edge e to represent the communication cost and transmission-delay, 

respectively. θ(v) ≥ 1 is used to represent the splitting degree of node v∈V, which is the 

number of copies that can be forwarded to other nodes. If θ(v) is equal to k, the node v can 

transmit k copies of request to other nodes concurrently by using same wavelength.  

In this paper, a multicast request represented by r(s, D, ∆) goes from a certain source s∈V, 

passes several nodes, arrives at all destinations in set D ⊆ V-{s} finally, where |D| = m, and 

the transmission-delays of light-paths between s and any destination di in D expect to be 

bounded by ∆.  

Assume there are q paths, Pi(u,v) = >< vwwwwu i
ik

iii eee ,,, ...,,
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internal nodes in Pi(u,v), and 1 ≤ i ≤ q. The P(u, v)={Pi(u,v) | 1≤i≤q} is used to represent a set 

of all light-paths between two nodes u and v. The notations of V(Pi(u,v)) and E(Pi(u,v)) are 

used to represent nodes and links in path Pi(u,v). The communication cost and 

transmission-delay of path Pi(u, v) described by c(Pi(u,v)) and d(Pi(u,v)) are represented as  
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Among light-paths in P(u,v), two critical paths, critical-cost path (CCP) whose 
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communication cost is minimal and critical-delay path (CDP) whose transmission-delay is 

minimal, can be represented as Pc(u, v) and Pd(u, v) : 

)),((min),(
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d
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Given k light-paths, P (u1, v1), P (u2, v2), …, and P (uk, vk), they can be combined into a 

graph, U
k

i
ii vuP

1

),(
=

. Applying Prim’s MSpT (Minimal SPanning Tree) algorithm for this graph, 

two routing-trees (spanning trees), MSpTc(U
k

i
ii vuP

1
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) and MSpTd(U
k

i
ii vuP

1

),(
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), can be 

obtained ,where the MSpTc is used to find an MSpT whose multicast cost is minimal and 

MSpTd is used to find an MSpT whose transmission-delay is minimal. 

Given a routing-tree T for r(s, D, ∆), root s of T has k sub-trees, T1, T2, …, Tk. Assume 

that the splitting degree of s is θ(s) which can route θ(s) copies to other nodes by using a 

wavelength. The lower bound of required wavelength of T is the maximum of required 

wavelengths of sub-trees. ω(T) and ϖ(T) representing the number and the lower bound of 

required wavelengths of T. can be defined as :  
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Because communication cost of an edge depends on the number of wavelengths passing 

through the edge, the total communication cost of the edge is directly proportional to the 

number of passing wavelengths. That is, because Ti needs ω(Ti) wavelengths, the total 

communication cost of 
isse ,  for routing a request from s to si should be ω(Ti)⋅c(es,si), where 

si is the root of Ti. The communication cost and transmission-delay of T is described as : 
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Because communication cost and wavelength are critical resources usually in WDM 

network, α is defined as the ratio of the weight between two measures. If α effects how to 

choice a routing-tree that needs more wavelengths and lower communication cost or a 

routing-tree that needs fewer wavelengths and more communication cost. The multicast cost 

function f is defined as 

f (T)= c(T) +αω(T) 

In our problem, the network does not provide wavelength conversion between different 

wavelengths and a light-tree can be routed by using a wavelength, so a routing-tree T need to 

be separated into ω(T) light-trees, TL
1, TL

2, …, TL
 ω(T), whose number of needed wavelengths 

is equal to 1; that is, U
)(

1

)(
T

i

i
LTT

ω

=

= , f(T)= ∑
=

)(

1
)(

T

i

i
LTf

ω

, and ω (TL
i)=1 for 1≤i≤ω (T). A 

light-forest Γ={ TL
1, TL

2, …, TL
 ω(T)} is a set of light-trees TL

i which route a request to the 

partial destinations in D, where Di can be used to represent the set of partial destinations.  

A light-forest Γ is feasible if it satisfies three constraints, destination constraint, delay 

constraint, and degree constraint formulated as 

(1) destination constraint : U
ki

i
iDD

=

=

=
1

  

(2) delay constraint : d(TL
i) ≤∆ , where TL

i ∈Γ, ∀i, 1≤i≤ω(T) 

(3) degree constraint : ω(TL
i)=1 , where TL

i ∈Γ, ∀i, 1≤i≤ω(T) 

A routing-tree is a candidate if it satisfies delay and destination constraints. An efficient 

candidate means that the candidate needs lower multicast cost. It should be noted that a 

candidate does not necessarily satisfy degree constraints and that a candidate could be 

separated into a feasible light-forest. Therefore, in our solution model, once an efficient 

candidate is found, a feasible light-forest can be obtained easily by separating this candidate. 

The multicast costs of light-forest and candidate are equivalent. 

Two special cases, a network with no light splitting, which let all splitting degrees of 

nodes be equal to 1, and a network with sparse light splitting, which let all splitting degrees of 

nodes be equal to 1 or ∞, were proposed [6], [4]. In this paper, we first define the following 
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generalized problem, given a WDM network G(V, E) with different light splitting and a 

request r(s, D, ∆), find a feasible light-forest Γ such that f(Γ) is minimal. We then propose a 

three-phase solution model (Pre-Processing Phase, Generating Phase, and Refining Phase) 

with several heuristics to find a light-forest to route the request. The detailed description will 

be depicted as follows. 

3. Solution Model 

This new problem is NP-Complete because this problem can be reduced to the MSTP 

which is NP-Complete [9]. It is difficult to find an optimal light-forest in polynomial time. 

Therefore, Backward Stepwise Sub-path Replacing (BSSR) and Most Cost-Difference First 

Progressive Replacing (MCDFPR) heuristics are proposed to find a near optimal light-forest 

in polynomial time. The BSSR heuristic is backward stepwise tracing reversely from di to s in 

order to find a node v such that d(PT(s, v)) + d(Pd(v, di)) ≤ ∆, and replacing the sub-path PT(v, 

di) of PT(v, di) with the corresponding CDP Pd(v, di)). The MCDFPR heuristic is replacing the 

most cost-difference path PT(u,v) with maximizing of c(PT(u,v))- c(PT(u,v)) for any two nodes 

u and v in V(T). The solution model consisting of the following three phases is shown in Fig. 

2. 

(1) Pre-processing Phase – Construct the information matrices, Critical-Cost Path 

Matrix (CCPM) which is the matrix of Pc(vi, vj) for vi, vj ∈V and 1≤i, j≤n,  and 

Critical-Delay Path Matrix (CDPM) which is the matrix of Pd(vi, vj) for all vi, vj 

∈V and 1≤i, j≤n, by using Dijkstra’s Shortest Path algorithm.  

(2) Generating Phase – Use Backward Stepwise Sub-path Replacing (BSSR) 

heuristic to find a candidate; otherwise, return a null-tree to indicate no 

candidate.  
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Fig. 2 Solution Model. 

(3) Refining Phase – Use Most Cost-Difference First Progressive Replacing 

(MCDFPR) heuristic to refine the candidate to decrease multicast cost, and then 

separate the candidate into a feasible light-forest. 

Because the WDM network topology is statically pre-constructed, the pre-processing for 

all critical-cost paths, all critical-delay paths, and corresponding communication costs and 

transmission-delays between any pair of nodes can reduce the computation time. By using the 

two matrices, Generating Phase can find a candidate for r(s, D, ∆). The third phase, the 

Refining Phase, can be used to refine the candidate to gain a near optimal candidate, and to 

separate the near optimal candidate into a feasible light-forest. 

3.1. Pre-processing Phase 

When the WDM network is constructed, the Pre-processing Phase is performed one time 

by applying the Dijkstra’s Shortest Path algorithm which requires O(n2) time in linear array 

structure to construct and save two matrices (CCPM and CDPM ) in disk or media for reusing. 

Because there are 







2
n

pairs of nodes for finding CCP and CDP, the time complexity of 

Pre-processing phase is O(n4). 

3.2. Generating Phase 

The Generating Phase consists of three steps : 
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(1) Checking Step – Check the multicast request whether a candidate exists or not to 

avoid non-necessary computation.  

(2) Finding-MST Step – Apply the Minimal Distance Network Heuristic (MDNH) 

[3] to find a Minimal Steiner Tree (MST). 

(3) Rerouting Step – Refine the MST to gain a candidate. 

Checking Step 

The Checking Step with O(|D|) = O(m) is used to check c(Pd(s, di)) ≤ ∆ for all di in D. 

After the step, a Boolean value “TRUE” is returned, if it is positive; “FALSE” is returned, 

otherwise. The processing continues unless a FALSE-result is obtained. 

In Fig.1 (a), assume a request r (v9, {v0, v5, v8, v10}, 3.3) is given. Because d(Pd(v9, 

v0))=1.9, d(Pd(v9, v5))=0.5, d(Pd(v9, v8))=2.58, and d(Pd(v9, v10))=1.5 all are smaller than 3.3, 

the TRUE-value will be returned. 

Finding-MST Step 

The Finding-MST Step applying the Minimal Distance Network Heuristic (MDNH) [3] 

needs O(mn2) to find the MST (Minimal Steiner Tree) which is a routing-tree in WDM, where 

the MDNH algorithm only considers communication cost and destination constraint. Hence, 

the found MST may not be a candidate or a light-tree.  

 

Finding_MST(r(s, D, ∆)) 
{ 

 1. G1=(V’, E’), where V’= s∪D, E’={ ev
i
,v

j
| Pc(vi, vj)≠∅, ∀ vi, vj∈ V’ },  

    and c(ev
i
,v

j
)= c(Pc(vi, vj)) 

 2. T1 = MSpTc (G1) 

 3. )),((
1,

U
Te

ji
cc

jviv

vvPMSpTT
∈

=  

 4. delete all leaf nodes of T which do not belong to D 
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} 

 

In Fig. 1, the sub-graph G1 which covers source and destinations and whose MSpT with 

minimal communication cost are shown in Figs. 3(a) and (b), respectively. Each edge in Figs. 

3(a) and (b) represents a path kept in CCPM. The corresponding paths of edges in Fig. 3(b) 

are shown in Fig. 3(c), and then these paths can be merged into a graph. After applying Prim’s 

MSpT algorithm to this graph, a routing-tree T shown in Fig. 3(d) can be obtained. 

In this step, a routing-tree T with c(T)=17 and d(T) =7.53 for a request r(v9, {v0, v5, v8, 

v10}, 3.3) with near optimal communication cost can be found, but it does not satisfy the 

bounded delay 3.3. Vdelay(T) is used to represent the subset of destinations which violates the 

delay constraint in T. Because (d(Pd(v9, v8))=7.7, d(Pd(v9, v0))=7.02, and d(Pd(v9, v5))=3.73), 

Vdelay(T) is equal to {v8, v0, v5}. T will be adjusted to become a candidate in the Rerouting 

Step. 
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 (c) Corresponding path of edges in T1  (d) Light-tree T 

Fig.3 Processes of Finding-MST Step. 

Rerouting Step 

In Rerouting Step, the paths between s and di in Vdelay(T) must be rerouted and replaced 
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with the shorter-delay path that is found by different heuristic algorithms. The path PT(v, dmax) 

is rerouted first by using the Backward Stepwise Sub-path Replacing (BSSR) heuristic, where 

dmax∈Vdelay(T) and )),((max)),((
)(Vmax i

T

Td

T dsPddsPd
delayi∈

= . The skeleton of this step is 

described as follows. 

Rerouting-Step (T, r(s, D, ∆)) /* T is a light-tree*/ 
{ 
 1. while(TRUE)  

 2.   choose dmax∈Vdelay(T), such that )),((max)),((
)(Vmax i

T

Td

T dsPddsPd
delayi∈

=  

 3.  if (d(PT(s, dmax)) ≤ ∆) 
    return TRUE  // satisfy the delay constraint 
 4. T = BSSR (T, r(s, D, ∆), dmax, Vdelay(T)) 
 5. end while-loop 
} 

 

Because each edge in the routing-tree T must be traveled one time to find dmax and 

compute d(PT(s, v)) for all v ∈ V(T), the computation of Sub-step 2 requires O(lT), where lT is 

the number of edge in routing-tree T. The time of while-loop from sub-steps 1 to 5 can be 

limited by the number of destinations in Vdelay(T). The sub-step 4, BSSR heuristic, is described 

as follows. 

 

BSSR (T, r(s, D, ∆), dmax, Vdelay(T)) /*T is a routing-tree and dmax is a heavy-delay 
destination*/ 

{ 
 1. u = Parent(dmax)    // parent of dmax in T 
 2. while(u is not empty)   // if u is empty, u is a root of routing-tree T  
 3.   if (d(PT(s, u)) + d(Pd(u, dmax)) ≤ ∆) 
 4.   return Reconstruct_tree(T, r(s, D, ∆), u, dmax, Vdelay(T)) 
 5.  u = Parent(u) 
 6. end white-loop 
 7. return Reconstruct_tree(T, r(s, D, ∆), s, dmax, Vdelay(T)) 
} 
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Reconstruct_tree(T, r(s, D, ∆), u, dmax, Vdelay(T))  
{ 
 1. DN = {x| x ∈ V(PT(u, dmax))∩D} // V(PT(u, dmax)) is a set of nodes in path PT(u, 

dmax)  
 2. T = T - PT(u, dmax) 

 3. )),(( UU
NDv

dd vuPTMSTT
∈

=  

 4. return T 
} 

 

We know that the merging of T and Pd(u,v) in Reconstruct_tree dominates the time 

complexity of BSSR heuristic and needs O(n2). 
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Fig. 4 Processes of Rerouting Step. 

The routing-tree in Fig. 3 (d) is used in this phase as an input data and α =5, and dmax = 

v8 are chosen first. Using BSSR heuristic, nodes in T would be checked reversely from v8 to v9 

till the node v10 is found because d(PT(v9, v10)) + d(Pd(v10, v8)) ≤ 3.3. So the path, PT
 (v10, v8) = 

< ev
10

,v
7
, ev

7
,v

5
, ev

5
,v

4
, ev

4
,v

0
, ev

0
,v

8
>, must be rerouted ; the remnant, the routing-tree in Fig. 3 (d) 

removed PT (v10, v8), which is shown in Fig. 4 (a). Nevertheless, v8, v0, and v5 are destinations, 
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so the paths of Pd(v10, v8), Pd(v10, v0), and Pd(v10, v5) shown in Figs. 4 (b)~(d) need be merged 

into the remnant to obtain a new routing-tree shown in Fig. 4 (e). After the step, we can obtain 

a candidate shown in Fig. 4 (f), which satisfy delay and destination constraints and whose 

communication cost, transmission-delay, wavelengths, multicast cost are 44, 2.55, 1, 49, 

respectively. 

The complexities of three steps (Checking Step, Finding-MST Step, and Rerouting Step) 

which are O(m), O(mn2), and O(n2) can be summarized into O(mn2).  

3.3. Refining Phase 

Because the candidate may be not efficient, the Refining Phase with the Most 

Cost-Difference First Progressive Replacing (MCDFPR) heuristic is used to obtain a near 

optimal candidate, and then the Separating Step is used to split the candidate into a 

light-forest. The detail of MCDFPR heuristic consisting of 9 Steps is described as follows. 

MCDFPR (T) 
{ 
 1.While computation is not exhausted 
 2.  for each u, v ∈V(T)  
   Heapify(K, (u, v , c(PT(u, v))- c(Pc(u, v)))) 
 3.  (u’,v’) = Pop(K)      // K need re-heapify. 
 4.  While((u’,v’)≠∅) 
 5.    T’= MSpTc ( (T- PT(u’,v’)) ∪Pc(u’,v’) )// u’ is predecessor of v’ 
 6.    if (d(T’)≤ ∆)    
 7.    if (f(T’) < f(T))   // // PT(u’,v’) will be replaced with Pc(u’,v’)   
      T= T’ 
       goto step 1 
 8.  end-while loop 
 9. end-while loop 
} 

 

In this procedure, Heapify(K, (u, v , c(PT(u, v))−c(Pc(u, v)))) [10], is used to push the data 

structure (u,v, c(PT(u, v))−c(Pc(u, v))) into a heap K in decreasing order by the value of c(PT(u, 
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v))−c(Pc(u, v)). If mT is the number of leaves and lT is the depth of T, 







⋅

2
T

T

l
m  pairs of data 

structures will be pushed into K. Hence, the time complexity of Step 2 needs O(mT lT
2log mT 

lT
2) to build a heap K. The Step 3 needs O(log mT lT

2) to pop root (u’,v’) from K and to tune K. 

Because Step 5 needs O(n2) at most to merge (T- PT(u’,v’)) and Pc(u’,v’). The time complexity 

of this phase needs O(a(mT lT
2log mT lT

2 + b⋅ n2)), where b is the average loop time between 

Steps 4 to 8 to find a better candidate and the refining time, a, is the loop time between Steps 1 

to 9 . Because b = O(mTlT
2) in the worst case, the complexity needs O(a(mT lT

2log mT lT
2  + 

mTlT
2 n2)) and is reduced to O(a mTlT

2 n2) due to n > lT.  

Because the refined candidate does not satisfy degree constraint, the Separating Step will 

be used to separate the candidate into a light-forest. The primary concept in Separating Step is 

to separate branches whose out-degree is greater than splitting degree ( vT v θθ >)( ) into a set 

of light-trees in order to satisfy degree constraint. 
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(a) Pc(v8,v9) (b) after replacing  (c) final candidate 

Fig. 5 Processes in Refining Phase. 

The candidate in Fig. 4 (f) is an input data of this phase; the MCDFPR heuristic is used 

to separate the path PT(v8,v9) = <ev
9
,v

2
, ev

2
,v

12
, ev

12
,v

3
, ev

3
,v

8
>, because  c(PT(v9, v8))−c(Pd(v9, v8))≥ 

c(PT(vi, vj))−c(Pd(vi, vj)) for each vi, vj ∈V(T)-{v8, v9}. i.e., PT(v8,v9) is the most cost-difference 

path in T (Fig. 4 (f)). After the first iteration of MCDFPR heuristic, PT(v8,v9) is replaced with 

Pc(v8,v9) shown in Fig. 5 (a) to gain a refined candidate in Fig. 5 (b). The near optimal better 

candidate shown in Fig. 5 (c) can be gained finally after MCDFPR heuristic is processed two 
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times. In Fig. 5 (c), the communication cost, transmission-delay, wavelengths, and multicast 

are 21, 2.58, 1, 26, respectively. Hence, the multicast cost will be reduced from 44 to 26 

successfully. 

Finally, because the Pre-Processing Phase with complexity O(n4) is performed only one 

time for initializing WDM network, we can ignore the time complexity of the phase. Hence, 

the complexity of our solution model needs O(mTlT
2 n2) for finding a near optimal light-forest.  

4. Simulation 

Our work focuses on how to find a near optimal light-forest such that destination, delay, 

and degree constraints are satisfied. We simulate the solution model proposed in previous 

sections to evaluate the performance of our heuristics. The approach used in this simulation 

can be referred in Waxman [7]. In the approach, there are n nodes in the networks, these nodes 

are distributed randomly over a rectangular grid, and are placed on an integer coordinates. 

Each link between two nodes u and v is added with the probability function 

)/),(exp(),( γδλ vupvuP −= , where p(u,v) is the distance between u and v, δ is the maximum 

distance between any two nodes, and 0 < λ, γ ≤ 1. In the probability function, larger value of λ 

produce networks with high link densities, while small value of γ increases the densities of 

short links relative longer ones. In our simulations, we use λ=0.7, γ=0.9, size of rectangular 

grid = 50, and n = 100. 

To reduce the complexity of problem, the cost function c of link (u, v) in the network is 

the distance between u and v on the rectangular coordinated grid and delay function d of link 

(u, v) is generated randomly. For each request r(s, D, ∆), source s, destinations D, and delay 

constraint ∆ are generated randomly. Nevertheless, the delay constraint given by a request 

must be reasonable; otherwise, the light-forest cannot be found.  

In our simulation, the network topology, communication costs of edges, 

transmission-delays of edges, and a request are generated randomly. Therefore, we discuss 

several comparisons consisted of execution time, multicast cost, transmission-delay, 
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wavelengths on different number of destinations. Besides, the efficiency of Refining Phase 

will be discussed in our simulation because Refining Phase can improve utility of network.  

The execution time of Processing Phase, execution time of Refining Phase, improved 

ratio of multicast cost in Refining Phase, overhead ratio of transmission-delay in Refining 

Phase, and comparison of wavelengths for different number of destinations are shown in 

Table. 1. We observe that the execution time rises moderately and is directly proportional to 

the number of destinations m. However, the growth of execution time in Refining Phase is 

unstable because the loop in the MCDFPR heuristic can be executed several times to improve 

multicast cost until it can not be improved anymore. Hence, the computation time of m=26 

needs 1900 milliseconds. Let refiningbefore _Γ  and refiningafter _Γ  be light-forests of before Refining 

Phase and after Refining Phase, respectively. The average improvement ratio of multicast cost 

and the average overhead ratio of transmission-delay are 20.83% and 12.13% respectively, 

where the improvement ratio and overhead ratio are computed 

by
)(

)()(

_

__

refiningbefore

refiningafterrefiningbefore

c
cc

Γ

Γ−Γ
and  

)(
)()(

  
_

__

refiningbefore

refiningbeforerefiningafter

d
dd

Γ

Γ−Γ
. 

The simulation results of α about comparisons of improvement of multicast cost, 

overhead of transmission-delay, and usage of wavelength are shown in Figs. 6 to 8, where m 

is number of destinations, variation of wavelength is equal to the wavelength improvement of 

Refining Phase, respectively. Although the value of α is increasing, the improvement ratio of 

multicast cost shown in Fig. 6 will hold on 12% at least. Furthermore, the overhead ratio of 

transmission-delay is almost constant shown in Fig. 7 and the numbers of wavelength is 

inverse proportional to α shown in Fig. 8. 

For the improvement of multicast cost, overhead of transmission-delay, and variation of 

wavelength on Refining Phase under different network sizes (n=40, 50, …, 100) and different 

numbers of destinations (m=5, 10, 20, 30) are shown from Figs. 9 to 11, respectively. The 

average improvement ratios of m=5, 10, 20, and 30 under different network sizes shown in 
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Fig. 9 are 23.28%, 21.51%, 22.69%, and 19.50%, respectively. The Fig. 10 is described the 

comparison of overhead ration of transmission-delay and whose average overhead ratios of 

m=5, 10, 20, and 30 under different network sizes are 7.50%, 4.05%, 7.05%, and 5.76%. The 

average variation of wavelengths shown in Fig. 11 are 0.46, 0.81, 1.91, and 2.46 for m=5, 10, 

20, and 30; the average improvement ratios of wavelength are 14.48%, 12.12%, 16.81%, and 

14.76%.  

Finally, we choose different requests with different number of destinations randomly and 

compare the results between using our solution model (3-Phase) and using genetic algorithm 

(GA) on network with 30 nodes. The GA in our simulation choices population size = 500, 

generation size = 200, crossover rate = 0.8, and mutation rate = 0.1. The comparisons of 

computation time, multicast cost, and transmission-delay are shown in the Table. 2. Because 

the average computation times of our model and GA model are 0.1024 seconds and 5818.688 

seconds, we can find that the computation time of GA model is far greater than our model. 

Therefore, we can make sure that the three-phase solution model can obtain a near optimal 

light-forest in polynomial time. 

5. Conclusion 

In this paper, a new formulation and a new multicast routing problem under delay 

constraint in WDM network with different light splitting are studied. A three-phase solution 

model consists of Pre-Processing Phase, Generating Phase, and Refining Phase, where 

Backward Stepwise Sub-path Replacing (BSSR) and Most Cost-Difference First Progressive 

Replacing (MCDFPR) heuristics have been used in Processing Phase and Refining Phase to 

improve the efficiency, respectively. Using the solution model, a light-forest that needs fewer 

wavelengths and lower multicast cost to transmit a request to meet delay constraint can be 

found in polynomial time.  

To evaluate the performance of our solution model, an experiment has been made. The 

experimental result shows the average improvement ratio of multicast cost, the average 
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overhead ratio of transmission-delay, and average improved ratio of wavelength are 20.83%, 

12.13%, and 8.1% in Refining Phase. For different values of α, different network sizes, and 

different numbers of destinations, the benefits of three-phase solution model will hold still. 

Finally, compared with GA, the three-phase solution mode is more efficient and better than 

GA. 

For future research, it is important to discuss the multicast routing and wavelength 

assignment on-line or to accommodate multiple multicast requests currently in WDM network 

with different light splitting. We are now trying to refine our solution model to solve the 

problem of multi-hop system. 
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Table. 1.  Table. 2 Comparisons of 3-Phase and GA. 

ExecutionExecutionImprov- WavelengthsWavelengthsVariation
 Time of Time of mentOverheadBefore After of 

mGent. Phase(msRef. Phase(ms Ratio(%)Ratio(%)RefiningRefiningwavelenth
5 40 26.2 27.197.56 3 3 0
6 36 84.4 17.669.46 3.4 3.2 -0.2
7 38 46 18.5513.59 4.6 4.6 0
8 46.4 142.220.5812.6 4.2 4.2 0
9 42 160 21.8212.63 4.6 4.6 0
10 42 142.224.8113.83 5.8 4.8 -1
11 48.2 192.424.888.31 4.8 4.6 -0.2
12 50 312.620.537.86 7 7.2 0.2
13 54 304.220.3516.33 5.2 4.6 -0.6
14 52 419 19.5910.04 6.6 6.2 -0.4
15 60 354.419.2316.03 5.6 4.8 -0.8
16 60 497 19.7511.02 7.4 7 -0.4
17 62 559 21.9414.1 8.2 9.2 1
18 76.2 594.619.3713.98 7.6 5.8 -1.8
19 78.2 959.424.3613.9 8.4 8 -0.4
20 72 647.218.9316.06 10.8 11 0.2
21 78 905.420.5912.48 7.6 6.6 -1
22 76 615.225.059.49 9.4 8.4 -1
23 82.4 654.4 20.9 8.7 9.6 10.4 0.8
24 92 741 19.5210.93 13 12.6 -0.4
25 86 785.222.8414.81 11 8.4 -2.6
26 92.4 1854.621.8410.85 7.4 6 -1.4
27 92 795.216.0613.6 7.2 5.8 -1.4
28 104.4 1384 18.3 9.36 10.6 7.4 -3.2
29 108.61173.418.6513.64 10.6 9.2 -1.4
30 84 1206 18.3614.18 9.4 8.4 -1   

ExecutionExecutionMulticast Multicast Trans. Trans.
Time of Time of Cost of  Cost of Delay of Delayof

m 3-Phase(sec.)GA(sec.) 3-PhaseGA 3-PhaseGA
5 0.0013494 41.65236.7682 2.302
6 0.02 3322 47.57142.752.2682.676
7 0.03 3799 63.84457.1161.8212.046
8 0.05 4385 76.40358.8892.6223.098
9 0.04 4552 80.85275.5481.9041.948
10 0.03 4786 77.80173.1841.8672.22
11 0.08 6085 106.50693.8962.3682.563
12 0.06 5365 97.20397.0292.4512.355
13 0.2116558 99.065102.7712.9163.333
14 0.3617711 119.658112.9773.3873.194
15 0.0715923 99.58796.4013.11 2.716
16 0.0157235 96.539116.3612.38 2.737
17 0.18 7734 123.66124.4762.2312.554
18 0.1 7724 159.509120.8052.3332.529
19 0.11 7008 121.632118.8212.3252.623
20 0.28 7418 119.62126.7393.1153.133
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Fig. 6 Improvement ratio for different α.   Fig. 7 Overhead ratio for different α. 
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Fig. 8 Variations of wavelength for α.  Fig. 9 Improvement Ratio of multicast cost. 
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Fig. 10 Overhead Ration of Trans. delay.  Fig. 11 Variations of wavelength. 


