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Abstract-Location service support is required for
mobile nodes using geographic ad hoc routing. The
mobile nodes need location information of destina-
tions for sending packets. Due to mobility or fail-
ure of the nodes, the location queries may not suc-
ceed. This paper presents a reliable location ser-
vice (ReLS) mechanism that employs dual servers
to maintain location information of mobile nodes.
With the mechanism, the number of failed queries,
including no response and erroneous results, can be
reduced. ReLS has been implemented and evalu-
ated with the ns2 simulator. The experimental re-
sults show that ReL.S improves service availability
and location query latency compared to the Grid
Location Service (GLS).
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1 Introduction

Geographicrouting supportsafully any-to-any com-
munication pattern without explicit route establish-
ment. The basic assumption of geographic routing
is the availability of a positioning device such as
a GPS receiver at each mobile host [1,2]. Mobile
hosts can use the geographic location information to
routes packets towards the destination. Therefore,
geographic routing isappropriatefor large scale net-
works.

Since the geographic routing is based on the coor-
dinates, not the address, a mobile node cannot com-
muni cate with the destination node without knowing
where the target is. Geographic routing has to be
augmented with thelocation servicethat can provide
each node’s up-to-date location. The Grid Location
Service (GLS), a well-known scheme, provides a
scalable and el egant solution but did not address the
issue of node failure [3].

In order to tolerate the node failure, areliable loca-
tion service (ReLS) is devel oped for the geographic
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adhocrouting. RelL Sutilizesadual-server approach
to managing location information. If one location
server fails, the other will take over the service. Ad-
ditionally, ReL S improves the location update and
query performance.

A geographic forwarding scheme based on Carte-
sian routing is used for performance measure-
ment [4]. Several varying scenarios were used for
evaluation. Simulation results show that the geo-
graphic routing with ReL. S provided the higher suc-
cessful query rate than that with GL S. Furthermore,
ReL S reduced the delay during location query.

2 Redated Work

Asdescribed intheintroduction, geographic routing
consists of the geographic forwarding and the loca-
tion service that mapsthe identifer of amobile node
to its position. Existing geographic forwarding al-
gorithms can be mainly classified into two manners,
beacon-based and contention-based. With beacon-
based routing, a node must periodically broadcast
beacon messages to exchange location information
with its neighbors [4]. Data packets thus can befor-
warded closer to the target. For instance, GPSR is
afamous beacon-based forwarding mechanism [5].
DREAM requires that each node periodically flood
its location information over the whole network so
the complete location database can be built [6]. Al-
though the beacon-based schemes achieverapid for-
warding, the route maintenance may consume large
energy.

With contention-based schemes, mobile nodes do
not maintain route information. Instead, a con-
tention process is performed to select the next-hop.
The contention process uses suppressing strategies
to avoid the collision and to ensure that only one
node is elected as the next relay. GeRaF randomly
chooses a relaying node using a region-based pri-
ority suppression [7, 8]. Three suppression mecha-
nismswere provided by CBF according to forward-
ing efficiency and suppression characteristics [9,
10]. The contention-based mechanisms typically
involve larger transmission delay due to the neces-
sary contention process for each relaying. LAR is

643



Int. Computer Symposium, Dec. 15-17, 2004, Taipei, Taiwan.

order-1 square
= == == Order-2 square
sesemennes Order-3 square
=« == Order-4 square

Figure 1. The hierarchical grid struc-
ture of ReLS.

another type of forwarding algorithm that requires
no beacon [11]. A route request in LAR is flooded
inthe direction to the target node. A node responses
to the route request depends on whether it isin the
region that leads to the destination. ReLS can be
attached to either a proactive or areactive scheme.

Severa researches have been proposed for provid-
ing alocation service for geographic ad hoc routing.
They can also be divided into reactive and proactive
schemes. |In a reactive manner, location informa-
tion isacquired using flooding when a node want to
communicate with another node. With a proactive
method, |location information is maintained by peri-
odically location updating. RLS providesalocation
servicereactively that aRL S node must flood aloca-
tionrequest and wait the answer from the destination
node before communication [12]. The drawback of
reactive scheme is that the flooding operation may
cause heavy traffic loads to the network. Addition-
ally, an unbounded location discover latency can be
resulted especiadly in a large scale network. Ex-
amplesfor proactive location servicesare DREAM,
Homezone, and GLS. DREAM nodes periodically
exchange location information with other nodes in
the network so the compl etel ocation database can be
created. Homezone adopts the concept of a virtua
Homezone where position information for anodeis
stored [13]. A hash functionisused for determining
the Homezone of a node, where anode's ID can be
hashed to a center of Homezone with a constant ra-
diusR. GLS providesascalable and elegant method
for equally distributing location database among all
nodes in the network. Our approach is similar in
spirit, though Rel.S employs dual servers structure
for providing higher serviceavailability. Inaddition,
RelL S provides the new location query and update
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Figure 2. The square ID definition in an
order-2 and order-3 square.

scheme for a mobile node to rapidly locate another
node.

3 Geographic Forwarding

Each node is assumed to have a unique permanent
identifier. To obtain the geographic location infor-
mation, the GPS receiver is attached to each node.
Each node maintainsarouting tablefor 2-hop neigh-
bors location information. The table contains a
neighbor’s 1D, location, speed, and timestamp. A
node periodically broadcasts beacon messages that
includes a list of the location information of itself
and all the neighbors so the neighboring information
can be updated according to the beacons. Once a
node wants to communicate with another node, it
attaches the geographic coordinates of the intended
target to the packet header. Then the node consults
its routing table to choose the node closest to the
position of the destination and forwards the packet
to the node. The packet will be continuously for-
warded to the next hop until it reachesthe destination
or the TTL of the packet expired.

A well-known problem in geographic forwarding is
dead-end. When a packet is not able to find anode
for the next hop, nor has reached the destination, the
process reaches a dead-end. Some schemes such
as GPSR have been proposed for dealing with this
problem [5]. Our approach employs the solution
of GPSR. When a dead-end occurs, the current re-
lay must follow the right hand rule to perform an
expanding ring search until a closer nodeis found.

4 Reliable Location Service
4.1 System Models and Assumptions

Rel. S adopts the hierarchical grid structure based
on GLS. Where the surface of the earth isarbitrarily
partitioned into a hierarchy of grids with squares of
increasing size, as shown in Figure 1. The smallest
sguare represents an order-1 square.  An order-2
sguare consists of four order-1 squares, and so on.
An order-n square can participate only one order-
(n+1) square. Furthermore, each order-1 square is
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Figure 3. An example of location server
selection.

given a square ID for each order of sguares above
level-1. Figure 2(a) and 2(b) respectively shows the
definition of a square’s order-2 and order-3 ID. An
order-n square 1D can also be known according to
the same rule.

In our approach, each node is equipped with a GPS
receiver. With the position information obtained
from the GPS receiver, a node can know which
sguare it resides in. Each node equips the 2Mbps
IEEE 802.11 radio where the transmission range
(y) is 250 meters. The length of the edge of order-
1 square (¢) is set to 100. The value ~ is larger
than /2 - ¢ so each node can directly communicate
with other nodesin an order-1 square. Actualy, the
definition of such a structure can be instead of any
other hierarchical partition of the space. GRID pro-
vides an analysis on selecting appropriate grid size
for grid structure [14].

4.2 Location Server Selection and Update

InReL S, anode'slocation informationismaintained
by some location servers distributed throughout the
network. These location servers are automatically
elected by the location update operation. There are
two cases that a node must update its location in-
formation: (1) when a node joins the network, (2)
once anode moves a particular threshold distance w
sincethelast update. The update operation includes
the following three steps. First, a node A sends
location update messages to its neighbor order-1
sguares in the same order-2 square. Secondly, the
node received the update message compares the ID
of A with itself. The node with the least ID greater
than A in the order-1 square becomes the master
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Figure 4. An example of location query.

order-1 location server of A, and the node with the
least ID smaller than A in the order-1 sguare turns
into the secondary order-1 location server.t Thirdly,
the selected order-1 master location servers forward
the update messages to the order-1 squares with the
order-2 square I D equalsto the remainder of A's D
divided by (22)2~1! of other order-2 squares in the
same order-3 squares (called order-2 location square
of A). Similarly, the elected order-n master location
serversforward the message to the order-(n+1) mas-
ter location servers.

Figure 3 shows an example of the details of the
server selection. A node chooses three master
servers and three secondary servers for each order
of the grid hierarchy. In each of the three order-1
squares, node A selects the nodes closest to itself
in ID space as its master/secondary order-1 servers.
In this case, thus, node A chooses 26, 29, 51 asiits
master order-1 location servers, and selects 9, 17,
15 asits secondary order-1 location servers. Then
26, 29, 51 takes the responsibility on selecting the
order-2 serversin order-2 squares. Thus, 26, 29, 51
respectively selects node 55, 48, 36 as the master
order-2 serversand 7, 1, 3 as the secondary order-2
servers. The same election process occurs in higher
order squares.

1The ID space is considered to be circular, for example, 13 is
less greater than 25 compared with 19 and 25 is less smaller than
13in contrast to 19.
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4.3 Location Query

Once a node wants to communicate with another
node, it has to perform a location query for obtain-
ing the location information of the destination node.
Figure 4 shows how anode S (59) finds the location
of thedestinationnode D (22). To performalocation
query, S sends a request to the node (N1) with the
least ID greater than D inits order-1 square. At the
same time, the node (N2) with the least ID smaller
than D also can receive the request by overhearing.
If N1 or N2 contains the location information about
D, that means N1 or N2 is alocation server of D. In
the example, no information about D is found nei-
ther in N1 nor in N2. Thus N1 forwards the request
to the node with the least ID greater than D in the
order-1 square with the order-2 square ID equals to
the remainder of D divided by (22)2~! of itsorder-2
square. Similarly, the querying process is contin-
uously executed in higher order squares until the
request reaches the location server of D or the TTL
of the request expired. When the request reaches
the location server of D, the server forwards the re-
quest to D. After receiving the request, D repliesthe
position of itself to S. Thus S can directly commu-
nicate with D by geographically routing packets to
the position. On the other hand, if S gets no reply
after the TTL expires. Sreinitiates the query opera-
tion periodically using binary exponential back-off
toincreasethe TTL.

5 Discussions

5.1 Caching

During forwarding, the location information of
source node and even destination node are attached
to each data packets. Thus anode can acquire loca
tion information without any extra cost from these
passing-by packets and store these information in
a location cache. In ReLS, each node maintains
alocal location cache with o entries? When the
cacheisfull, the oldest entry should be replaced by
the new one. Once alocation request is received, a
node also checks itslocal location cache. If the de-
sired location information of the request isrecorded
in the cache, the node directly replies the informa-
tion to the requester. This scheme helps to reduce
the latency of location request.

2There is a tradeoff on selecting an appropriate value for a.
A large o brings heavy storage cost mobile nodes, but reduces
the query latency. Contrariwise, alittle « causes light overhead
on storage but increases the query latency. In the simulation, the
«isarbitrarily set to 10.

Table 1. Parameters for Simulations

simulator ns-2.1b%a
simulation time (sec) 300
radio transmission range (m) 250
simulation area (m?) 1000 x 1000
mean number of nodes 200, 250, 300, 350, 400
location update threshold (w) 100, 200
mobility model random waypoint
max moving speed (m/s) 10, 30, 50
pause time (sec) 30

5.2 Empty Square

RelL S works well in dense networks. However,
when the number of nodesisinsufficient tofill out all
squares, empty squares will make a strike against to
thelocation update and query operation of ReL S. To
prevent the empty square problem, RelL S provides
exception handling for update and query operation.
The details are described in the following.

During updating, if an intermediate node finds no
node resides in sender’s location square, it is called
that the location updating meets an empty square.
In this situation, the intermediate node temporary
turns into a master location server of sender and
forwards the update message to select the higher
order location server. When a node joins the empty
sguare. the temporary server will pass the location
information belong to the square to the new node.
When an intermediate node cannot find any node in
the location square of sender during location query-
ing, the node must request al its 2-hop neighbors
to check if any node keeps the location information
for the target node. If at least one node responds,
the intermediate node forwards the location request
to one of the responded nodes. Otherwise, theinter-
mediate node just forwards the request to the higher
order location square of destination node.

6 Experimental Results
6.1 Simulation Setup

RelL Sand GL S areimplemented for comparison us-
ing the ns2 simulator (ver 2.1b9a) [15]. The simu-
lation areais 1000 * 1000 square meters. The nodes
areplaced at uniformly random locationsin the area.
Each simulation runs for 300 seconds of simulation
time. The simulation involves only location updat-
ing and querying without any data traffic. Each
node initiates 20 location queries to random des-
tination node starting at 30 seconds and the query
interval is based on poisson distribution with mean
A = 10. Two values are selected for the location
update threshold distance w: 100 and 200 meters.
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Table 2. Average Location Query Failures

Query Failures Caused by Reason (2)

GLS RelLS
max. moving speed || # of query failures || # of query failures | decreasing ratio
10 (m/s) 155 128 17.42%
30 (m/s) 168 140 16.67%
50 (m/s) 153 136 11.11%
Query Failures Caused by Reason (3)
GLS RelLS
max. moving speed || # of query failures || # of query failures | decreasing ratio
10 (m/s) 268 124 53.73%
30 (m/s) 272 148 45.59%
50 (m/s) 278 121 56.47%

The random waypoint model is used for node move-
ment. When a node arrives the destination, it will
stop moving for a predefined pause time and then
move to another position. Each run randomly se-
lects 20% nodes abrupt departing the network for
30 seconds. Each data point presented is an average
of three simulation runs. The simulation parameters
are summarized in Table 1.

6.2 RelLSResults

The reasons for location query failuresin GLS can
be classified into three main classes: (1) geographic
forwarding fails since at some intermediate node
thereisno choicefor the next-hop node, (2) the TTL
of packets expired, and (3) no location server can be
found or the founded location server does not con-
tains the location information of the intended node.
Rel S provides dual servers structure for preventing
the occurrence of Reason (3). The definition of lo-
cation square ID in ReLS helps a node efficiently
forwards the request to the correct position, so the
failures caused by Reason (2) can be decreased. In
addition, the caching mechanism prevents both the
appearances of Reason (2) and (3). The location
query failure reducing rate of ReLS compared to
GLS was analyzed in Table 2. 300 node partici-
pated in each simulation, and update threshold (w)
was set to 100 meters. Thus the the total number
of queries was about 6000. The results showed that
15% Reason (2) failures and 52% Reason (3) fail-
ures can be saved. Since 62% of query failures
are caused by Reason (3) and 29% are induced by
Reason (2), ReL S reduces about 37% of total query
failures.

Figure 5 shows the success rate for ReLS and GL S
location queries with the maximum moving speed
is 10 m/s. Because number of query failures are
reduces, ReL. S provides ahigher service availability
than GLS. As mentioned before, ReL S works well
in adense network. Though ReL S provides alower
success rate in the loose network, it still outper-
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Figure 5. The average successful
query rate.
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Figure 6. The average query packets.

forms GLS. The location update threshold distance
w isalso an important factor for service availability.
When w is 100, a node updates its location server
much often so the query successrateisraised. How-
ever, more update packets will be generated in this
case (see Figure 6). RelLS brings a unobvious in-
creasing of traffic load when the network size grows.
Table 3 shows how the average distance that a lo-
cation query travelsin hops between the source and
the destination. The simulation included 300 nodes
with the update threshold (w) of 100 meters. Loca
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Table 3. Average Length of Query Path

GLS ReLS
max. speed || query path length || query path length
10 (m/s) 9.31 8.14
30 (m/s) 9.56 7.89
50 (m/s) 9.39 8.02

tion query in GLS is continuously forwarded to the
next node with the least ID greater than the desti-
nation node, so the length of query path cannot be
expected. Rel S uses a simple hash function to map
the node’s ID to the specified location squares so
the query path length can be bounded in a limited
area. With the mechanism, the location query can
be rapidly sent to the destination node. The caching
mechanism also reducesthe delay of location query.
ThusReL Sprovided ashorter location query latency
than GLS.

7 Summary

This paper presents a reliable location service for
geographic ad hoc routing. ReL. S employsthe dual-
server structurefor tolerating thelocation server fail-
ure and also provides a caching mechanism for fast
query process. The performancefor location update
and query was also improved. ReLS was success-
fully implemented with the ns2. The simulation
results show that Rel. S prevented about 36% of lo-
cation query failures compared to GLS.
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