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Abstract

We propose a multi-agent model, where each agent
learns a common language in the community, mod-
ifying his/her own initial grammar through a num-
ber of exchanges of sentences with other agents. As
the initial step toward the realization of this model,
we presuppose that a child agent who has a primitive
grammar set is thrown into a community consisting of
adult agents. The child agent modifies his/her gram-
mar and learns a refined one, imitating adult’s sen-
tences, while the adult agents also loosen their gram-
mar in order to accept what the child agent says tol-
erantly. .

In this paper, we report the result of experimen-
tation with this model, together with grammar repre-
sentation and learning methods. We showed that our
model could realize adaptability, which is one of the
important features of natural language.

1 Introduction

Grammar of natural language is a statistical phe-
nomenon, while that of artificial language is a regula-
tion. To put it concretely, once a new usage in natural
language comes to be prevalent, the grammar itself
should be changed accordingly. On the other hand,
the grammar of formal language defines the language
clearly at the beginning stage, so that there is no am-
biguity in the generation process.

It is commonly assumed that each individual has
to have his/her own grammar when one can gener-
ate or recognize a sentence in a community appropri-
ately. Although each grammar representation differs,
the language itself must be common in the commu-
nity. Therefore, those various individual grammars
should be changed and reproduced, through interac-
tion among speakers, to meet this social requirement.

The statistical and changeable natures as stated
above can be realized by a multi-agent model, where
several semi-autonomous agents interact or work to-
gether to perform some set of tasks. In other words,
the multi-agent model can realize a system that
adapts to a dynamic environment by cooperation be-
tween agents who have the ability of self-modification.
In this paper, we regard the process of construct-
ing the system as a process of forming a common

218

language in the community. An agent is capable of
self-modifying his/her grammar, and changing his/her
language accordingly. The modification mechanism
should be based on the laws of probability, that is, a
grammar rule that often parses speeches in the com-
munity becomes dominant. We believe that this sta-'
tistical point of view well explains the nature of our
grammar. :

Research to comstruct a common language (or
protocol) based on evolutionary and biological in-
terests has been that [Koza 91] attempted to or-
ganize a colony of artificial ants by commu-
nication through their pheromones evolutionally.
[Werner and Dyer 91] designed to self-organize a com-
mon protocol for mate finding in a group of artificial
organisms. However, it is difficult for them to raise
the level from those poor languages to the human
language alone by artificial evolution. There is also
the research of evolution of symbolic grammar sys-
tems as the object to model a higher level language
[Hashimoto and Ikegami 95]. Yet it does not intend
to explain the natural language phenomena. The chief
aim of our research is to model the language acquisi-
tion process of human beings by multi-agents.

The final goal of our research is to propose a for-
eitgner agent model, where each agent who has a dif-
ferent grammar learns a common language in a com-
munity. However, prior to this model, there are many
problems to be solved; for example, how to commu-
nicate without any common concepts, how to know
each other’s understanding level, and so on. For this
reason, as the first step, we propose a child and adult
agent model, where all agents have the same dictio-
nary as common concepts. In this model, we presup-
pose that the child agents who have a primitive gram-
mar set are thrown into the adult community.  The
child agents modify their grammar and learn the re-
fined one, imitating adult’s sentences, while the adult
agents also loosen their grammar in order to accept
what the child agents say tolerantly.

First, we define the common language in this paper.
Next, we describe the grammar representation and
our learning method for this model in the following
sections. Finally, we show the experimental result
using the proposed model.



2 Common Language

This section defines a common language that we
use in this paper. A grammar that an agent has is
denoted by G;, where each agent is identified by index
1. A language, which means a set of sentences that the
grammar G; can generate and accept, is denoted by
L(G;). The language of the community consisting of
n agents, which is defined as a union of the languages
L(G;) (1 £ i < n),is denoted by Lg:

Lo=LG1)ULG)U...ULG) = |J L(Gy).

1<i<n

In the community, the common language Lo is de-
fined as a set of the sentences which have appeared in
the community over a given frequency threshold. The
relation between L¢ and Lg is defined as follows:

ﬁcCCG

Each agent modifies his/her own grammar G; in
order that his/her language £(G;) may meet the com-
mon language Lc. This is a process of language ac-
quisition by each agent. The common language Lo
is modified accordingly, because each language £(G;)
that is the element of the Lo changes. This is also
a process of common language acquisition by multi-
agents. In the following sections, we propose a multi-
agent model for this process.

3 Model of Grammar Acquisition

This section describes a model of grammar acquisi-
tion, that is, a formalization of agent and communica-
tion between them, a framework of grammar, learning
methods, and so on.

3.1 Agents and Communication

Our first model consists of child and adult agents

g*‘igure 1). Each agent has grammar based on
PSG (Generalized Phrase Structure Grammar)
[Gazdar et al. 85], and two learning methods.

The child and the adult agents differ from each
other on the generativity of grammar, but they have
the same learning methods. As a child’s initial gram-
mar G¢ has not been learned yet, the child speaks un-
grammatical sentences for a community involuntarily.
On the other hand, as an adult’s initial grammar G 4
has already been learned sufficiently, the adult speaks
grammatically for the community. These agents try
to learn a common language Lo used in the commu-
nity, modifying their own initial grammar through a
number of exchanges of sentences with other agents.

The outline of the processing in this communica-
tion is as follows.

1. Each agent speaks a sentence in turn.

2. The sentence is broadcasted to all agents.
3. Every agent tries to parse the sentence.
4

. Every agent does learning (assignment of rules’

weight).

5. One time step is completed if all agents made an
utterance once.
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Child Agent

I catck a cold.
B ———
e —

You take care.

Adult Agent Adult Agent

Figure 1: Communication between Agents

6. An agent learns (refinement of rules) if the num-
ber of parsed trees is over a given constant.

The agents use simple sentences in English as means
of communication. When the agents speak sentences,
the adult does so randomly but the child imitatively.
That is to say, the adult chooses words and rules
randomly, and speaks grammatically, while the child
reuses the rules that just used in the adult’s speech,
changing words randomly. ‘

Two learning methods, that is, the assignment of
rules’ weight and the refinement of rules, are described
in the Section 3.3.

3.2 Framework of Grammar

This section describes the framework of the gram-
mar that each agent has. Each rule of the grammar
based on GPSG has a weight that gives the rule an
order of priority (Tables 1 and 2). A symbol in these
rules is represented by a row of bits (Figure 2). These
bits express the following five features and a word
identification number (WORD-ID). Here, ‘+’ denotes
an applicable feature, ‘-’ denotes an inapplicable fea-
ture.

e MAJOR: a primitive feature.
bo: a nominal group ([+N]: 1, [-N]: 0).
by: a verbal group ([+V]: 1, [-V]: 0).

e BAR: a bar level.
bz, b3: bar levels (0: 00, 1: 01, 2: 10, 3: 11).

e FORM: a form of word.
— FORM 1: an ending 1 of word.
bs, bs: adding -s (+: 00, — 01).

— FORM 2: an ending 2 of word.
b4, bs: adding -ed (+: 00, — O1).

— FORM 3: a beginning of word.
by, bs: a vowel %}": 00, —: 01).
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bo b1 b2 bs ba bs bs bz bs be b1ob11b12b13b14b15
HESNEEEHEEER

MAJOR BAR FORM1 FORM2 FORM3 WORD ID
N :1000 s qr-ed FC
v 0100 [+ :00 || + :00 [+v:oo]
t 1100 - :01]L- :01JL- V:01

Figure 2: Representation of Symbol

Table 1: Child Agent’s Grammar G

No. | rule , welght
1 §¥ = NP* VP* | w;
2 NP* — Det* N* | w,
3 NP* —» N* w3
4 VP* — V¥ NP* | w,
5 VP* — V* ws

For example, a noun “dogs” is reconstructed as the
expression that has the category type characterized by
[+N] and [-V], the bar level 0, the ending of word “-s”
and not a vowel in the beginning of word. Therefore
it is expressed by the row of bits ‘1000000101’ in our
model (omitting WORD-ID).

The MAJOR and BAR features (bo-bs) are called
known-bits, whereas FORM1, FORM2 and FORM3
features (by-by) are called unknown-bits. The known-
bit is a common bit, which can be understood both by
the child and by the adult. By contrast, the unknown-
bit is understood only by the adult and not by the
child. The aim of the child is to discover and deter-
mine the value of unknown-bits.

Tables 1 and 2 represent example grammar in our
model. Table 1 is the child’s grammar G¢ that is char-
acterized by the presence of the wild card “* which
can fit any bit; with this wild card, the child’s gram-
mar can be considered as ‘general.’ Table 2 is the
adult’s grammar G4 that is characterized by speci-
ficity where some features are determined, which is
expressed as ‘[F].” Generally speaking, the weight of
a specific rule is larger than that of a general one,
so that a specific rule is basically used if multiple
rules can be applied in the speaking and parsing pro-
cesses. Therefore, the adults can speak grammati-
cal sentences, and parse the sentences correctly. In
this model, agents parse sentences by the active chart
parser [Winograd 83}.

3.3 Learning Method

In this model, we adopt two learning methods for
grammar acquisition. One is the refinement of each
rule, and the other is the weight assignment on each
rule. Although these are rather simple, we show that
we can realize a robust system with those mechanisms.
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Table 2: Adult Agent’s Grammar G4

No. | rule - weight
1 §¥ - NP¥ VP¥ . [
2 NP* — Det* N* wo
3 NP* — N* w3
4 | VP* - V* NP* Wwa
5 VP* — V* wg
6 S[F] — NP[F] VP[F] | we
7 | NP|F] — Det[F] N[F] | wr
8 | NP[F] — N[F] wg

3.3.1 Refinement of Rules

The refinement of rules is a method for discovering
features from a set of the spoken sentences Lg. Pro-
cedure of this'method is as follows:

1. Input a parsing tree 7 = {R;|1 <1 < n},
where R; is a used rule in the parsing;, and.n is
the number of used rules.

2. Compute a conditional probability p(Fx|F;) in a
rule R; using CAP (a principle in GPSG):

 _ P(Fj N Fy)
P(Fe|Fj) = pJ(Fj) )

where F; and F} are features in R;, ¢ and j are
parameter (j = 1 to 5, correspondingly k = j +
1 to 6). :

3. Generate a new rule assigning values to features
F; and Fy,
if p(Fx|F;) is larger than a given threshold 6.

We show this learning process, taking a sentence
“dogs come,” as an example. This example omits the
process of ‘NP — N’ and ‘VP — V,’ also the WORD-
ID in the representation of the symbol, for simplicity.

1. Sentence: “dogs come.”
2. Reference of dictionary:
dogs: 1000000101,
come: 0101010101.
3. Grammar rule: S*¥ — NP* VP*,

4. Bit representation of rule:
0110****** — 1010****** 0101******_

5. Instantiated rule (Rule after parsing):
0110010101 — 1010000101 0101010101.

6. Conditional probability:
p(Fi|Fs), p(F2|Fy), p(Fi|F3) > 0.

7. Rule generation:
011001**** — 10100001** 010101%***,



Table 3: Example of Merging Rules

time | rule no. | rule weight
1 Ry NP — Det* N* wo
2 R NP — Det[a] N[sg] wy
R, NP — Det* N*; wo
3 Ry NP — Det[the] N[pl]; | wo
Ry NP — Det* N*; wo

R NP — ' Det[a] N[sg]; wy
4 R NP — Det[the] N[pl]; | we
R NP — Det[a] N[sg]; w3
Rp NP — Det* N*; wo
R; NP — Det[a] N[sg]; w;
5 R, NP — Det[a] N[sg];
R, NP — Det[the] N[pl]; | w2
Ry NP — Det* N*; wo

4 Results of Experiments

© We implemented a multi-agent system using the
proposed model. We did two experiments on the sys-
tem, varying the number of child agents.

4.1 Experiment 1

In the experiment 1, we examined that only one
child was thrown into the environment where 3 adults
exist. We executed 2,000 time steps for each simu-
latlon, and we experimented 10 simulations. Here, 1
time step was completed when éach agent spoke a sen-
tence. Bach agent had 20 words in his/her dictionary.
The parameters were fixed as follows: the threshold
of the conditional probability 8 = 0.7, and the margin
of the new rule » = 100.-

‘The average result of the 10 simulations is shown
in Figure 5, where the number of the child’s acquired
features is shown by a fine line, and the number of
the adult’s features is shown by a bold line at 17.
The child was acquiring the adult’s features quickly
up to around 250 time steps, and kept on acquiring
around 250-700 time steps slowly. = After 700 time
steps, he/she preserved the same level, and almost
acquired as many features as the adult had done near
2,000 time steps. On the other hand, the number of
the adult’s features did not change all the time, how-
ever the weight of the rules changed a little.

The number of common features among all agents
is shown by a broken line in Figure 5. The number
of the features increased in the same way as that of
the child’s acquired ones. The number of the rules
which were assigned these features was 6 when the
simulations were finished. These rules generated or
parsed 71 percent of all the spoken sentences at that
time.

As the result of the experiment, the child almost ac-
quired as many features as the adult had done. How-
ever, there were a few different features between the
child and the adult. The reason this happened is that
our model only discovers regularity of the relation be-
tween the features on the word forms. Meanwhile all
agents held the 6 rules in common when the simula-
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Figure 5: Result of Experiment 1

tions were completed. We consider that a common
language is formed in the community at this time.

4.2 Experiment 2

In the experiment 2, we examined the case that the
number of the child agents was the same as that of the
adults. Both the numbers of agents of these two kinds
were 3. For the rest, this experimental c‘ondition was
the same as previous one.

The average result of the 10 31mulat10ns is shown
in Figure 6, where the number of the child’s features
is shown in the lower part, the number of the adult’s
features is shown in the upper part. The child was
acquiring the features rapidly up to around 300 time
steps, in contrast, the adult did not change the num-
ber of his/her features at all. After 300 time steps, the
child preserved the number of the features, whereas
the adult began to acquire the features gradually. Fi-
nally, both the lines came to parallel roughly after
1,000 time steps.

The number of common features among all agents
is shown by a broken line in Figure 6. The number
of the features increased more slowly than that of the
child’s ones, and kept on taking the fixed value af-
ter 1,300 time steps. The number of the rules which
were assigned these features was 3 when the simula-
tions were finished. These rules generated or parsed
70 percent of all the spoken sentences at that time.

As the result of the experiment, the child and the
adult acquired nearly 8 and 4 features respectively.
Since the features that the child acquired were only
a half as many features as he/she did in experiment
1, he/she spoke more ungrammatical sentences for an
adult’s initial grammar. The features that the adult
acquired caused generating the same ungrammatical
sentences as the child. In other words, the adult loos-
ened their grammar in order to accept what the child
said tolerantly. We regard this as a process of forming
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Figure 3: HFC and CAP

When an agent receives the spoken sentence “dogs
come,” he/she parses it first. The agent refers to a dic-
tionary that is used by both the child and the adult,
and he/she selects an appropriate rule for parsing.
Here, a rule ‘S* — NP* VP* js applied. The agent
acquires an instantiated rule, that is, each feature in
the rule is assigned some value. The features in the
left-hand side of the rule are filled with the values
by a head feature convention (HFC) in GPSG. The
HFC means that the features of the left-hand side in-
herit from those of the head of the right-hand side
in the rule (Figure 3). As VP is the head in this
rule, the features of S inherit from those of VP. Next,
the agent computes a conditional probability between
features, in which he/she uses a control agreement
principle (CAP) in GPSG. The CAP means which
word controls which (Figure 3). As NP controls VP,
the agent can compute the conditional probability
p(Fnp,|Fyp;) in the reverse direction (Figure 4). The
reason why we use the reverse direction of the CAP is
that this means is useful to compute the conditional
probability exactly in this model. The adequateness
of the CAP will be discussed in the final section. As
the result of the computation, when the three proba-
bilities become larger than the threshold 4, a new rule
is generated, being assigned values to the features Fy
=00, F, = ‘01’ and F, =‘01.

As this procedure shows, the objective of this
method is to discover regularity of the relation be-
tween features on the form of words. In this model,
we expect that the child mainly refines his/her own
rules from general forms to specific ones through dis-
covering features and determining their values.

3.3.2 Weight Assignment on Rules

The weight assignment on rules is a method for adapt-
ing rules to a common language L used in a commu-
nity. The weight of the rules varies in the following
three conditions:
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Conditional Probability

Conditio;uzl Probability
Figure 4: Computation of Conditional Probability

¢ Completion of parsing
o Generation of new rules
e Rule merging

Completion of parsing. If an agent can parse
the spoken sentence completely, the weights of all the
rules which are used for the processing are added a
score p. The score p is defined as the number of used
rules for this parsing process.

If several applicable rules compete in the parsing
process, the one that has the largest weight is chosen
among them. In this model, the specificity of a rule,
that is the number of bit ‘1’ or ‘0’ in a rule, is not con-
sidered in the rule competition, because those specific
rules would acquire larger weights naturally through
the refinement of rules.

In this method, the rule that is used for parsing
a longer sentence gets a higher score. In other word,
the longer the sentence an agent recognizes or speaks,
the better the agent learns.

- Generation of new rules. If a new rule is gen-
erated by the refinement of rules, the rule is given the
weight of g+ that is larger than that of the previous
rule g, where the added margin 7 is a given positive
constant. :

Although this method is very simple, we can frove
its robustness for different environments in the follow-
ing experiments.

Rule merging. This method may happen to pro-
duce the same rules with different weights. In this
case, one rule is merged to the other with larger
weight, and the merged rule becomes the sum of pre-
vious two rules.

An example of this process is shown in Table 3. If
an NP1 “ ‘a’ 4 singular noun (sg)” is used frequently
at time 1, then a new rule 1 (R;) is generated from
Ry at time 2, and at this time w; > wy. Next, if an
NP2 “ ‘the’ + plural noun (pl)” is used repeatedly,
Ry is applied each time and its weight wp increases.
At time 3, Ry is generated from Ry, and at this time
wp > wy > wy. Thereafter, if NP1 is used again, Ry
is applied !. At time 4, R; is generated from Ry, and
at this time ws > w3 > wy > wy. As the same rule,
R; and Rj, exists after all, two rules are merged into
R4, and at this time wy > ws > wp.

INotice that the rule which is applied to NP1 is not R;.
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Figure 6: Result of Experiment 2

a common language in the community.

This result, furthermore, means that the grammar
changes in the community dynamically by communi-
cation between the agents who have the ability of seli-

modification. Our proposed model realized adaptabil-

ity which was one of the important characteristics
that a multi-agent system had, and it was the aim
of this paper.

5 Discussion and Conclusion

In this paper, we have studied common language
acquisition by multi-agent model. We proposed the
multi-agent model which consisted of the child and the
adult agents. Each agent had the grammar based on
GPSG, and two learning methods. The child agents
modified their grammar and learned a refined one,
imitating adult’s sentences, while the adult agents
also loosened their grammar in order to accept what
the child agents said tolerantly. We implemented a
multi-agent system based on our model, and experi-
mented on the computer. The results of the experi-
ments showed that our model could realize the process
of the formation of the common language, and the
adaptability which is one of the important features of
natural language.

First, we discuss a point of difference between the
related work and our research. The research to con-
struct a common language (or protocol) based on evo-
lutionary and biological interests has been. However,
it is difficult for them to raise the level from those
poor languages to the human language by artificial
evolution alone. Generally speaking, the language ac-
quisition process of a human being itself has never yet
been made clear. Accordingly, it is necessary to set up
some assumptions and constraints in order to model
the langunage learning process. We, therefore, adopt
the assumptions based on GPSG, for example, CAP,
HFC and so on. To use these assumptions facilitates
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constructing a computational model for natural lan-
guage. Because GPSG is expressed by CFG (Context
Free Grammar) without a transformation rule, and
a feature system including CAP and HFC can briefly
describe the relation between categories in a rule, and
between rules in a parsed tree. We believe that our po-
sition is sound both from the scientific point of view,
and from engineering research.

Next, why do we need a multi-agent model for
grammar acquisition? Some researches of grammar
acquisition try to abstract the grammar statistically
from many examples of sentences, for example, the
acquisition of the phrase structure from a corpus
[Brill and Marcus 92]. The viewpoint of these re-
searches and ours have basically much in common,
where the grammar of natural language is regarded as
statistical a phenomenon. However, those researches
do not- consider another characteristic of the gram-
mar, that is a dynamic change in accordance with the -
change of a community. The multi-agent model can
realize this characteristic. We realized its adaptabil-
ity which was one of the important features of natural
language. : :

To explain linguistic phenomena, it is important
to study the fusion process between the two different
grammars. We proposed that the framework of this
research is to solve the problem of second language ac-
quisition and the autonomous formation of a dialect.
This framework also suggests a useful view to engi-
neering applications, for example, machine transla- .
tion. Therefore, we regard the foreigner agent model,.
where each agent that has different grammar learns a
common language in the community, as a more mean-
ingful research.
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