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ABSTRACT
    In this paper, we present a new algorithm to generate
weighted fuzzy rules from a set of training data, where the
attributes appearing in the antecedent parts of the generated
fuzzy rules may have different weights. We also apply the
generated weighted fuzzy rules to deal with the "Saturday
Morning Problem", where the proposed algorithm can obtain a
higher classification accuracy rate and generate less fuzzy rules
than the existing methods.

1. INTRODUCTION
   To design a fuzzy classification system, it is very important
to find a set of fuzzy rules suitable for a specific classification
problem. We usually have two ways to obtain a set of fuzzy rules
to construct the fuzzy classification systems. One of them is to
get knowledge from experts and then transfer it into fuzzy rules,
but it is time consuming. The other way is to use the machine
learning method [1], [2], [4], [5], [6], [7], [9], [10], [12], [14],
[15], [16], [17] to automatically generate fuzzy rules from the
training data.
    In this paper, we present a new algorithm to generate
weighted fuzzy rules from a set of training data to deal with the
Saturday Morning Problem [17], where the attributes appearing
in the antecedent parts of the generated fuzzy rule may have
different weights. Firstly, we apply γ-level cuts to each attribute,
where [0,1]∈γ . Then, we get the frequency distribution table
for each attribute by analyzing the relationship between the
decision to be made and the attribute. Then, the frequency
distribution table for each attribute is translated into the
probability distribution table. Based on the probability
distribution table for each attribute, the fuzzy subsethood value
between each decision to be made and each term of each attribute
can be calculated. Finally, based on the fuzzy subsethood values,
the weighted fuzzy rules are generated to deal with the "Saturday
Morning Problem". The proposed algorithm can obtain a higher
classification accuracy rate and generates less fuzzy rules than
the existing methods.
   The rest of this paper is organized as follows. In Section 2,
we review the basic concepts of fuzzy sets form [18]. In Section
3, we present a new method to generate weighted fuzzy rules
from numerical data to deal with the "Saturday Morning
Problem". The conclusions are discussed in Section 4.

2. FUZZY SET THEORY

    In 1965, Zadeh proposed the theory of fuzzy sets [18]. A
fuzzy set A in the universe of discourse U, U = {u1, u2, …, un},
can be characterized by a membership function Aµ , where

 1]   [0,     U: A →µ , )u(A iµ  indicates the grade of membership of an
element iu in the fuzzy set A, and ]1  ,0[  )u(A ∈iµ . The fuzzy set

A of the universe of discourse U, U = {u1, u2, …, un}, can be
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where Aµ is the membership function of the fuzzy set
A, )u(A iµ indicates the grade of membership of iu  in the
fuzzy set A, where n 1 ≤≤ i , "/" is the separator, and "+" is the
union operator.
  Definition 2.1: Let A and B be fuzzy sets of the universe of
discourse U, and let Aµ and Bµ be the membership functions of
the fuzzy sets A and B, respectively. The fuzzy subsethood S(A,
B) [5], [8], [17] measures the degree in which A is a subset of B,
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where S(A, B)∈ [0, 1].
  Definition 2.2: Let A be a fuzzy set of the universe of
discourse U, where
U = {u1, u2, …, un},
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and let α be a real value between zero and one. The α-level-cut
level-Aα of the fuzzy set A is defined as follows:
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where if αµ ≥)u(A i , then 1)u(A level- =iα ; if αµ <)u(A i ,
then 0)u(A level- =iα .

3. A NEW ALGORITHM FOR FUZZY RULES
GENERATION

   In this section, we present a new algorithm to generate
weighted fuzzy rules from numerical data for handling fuzzy
classification problems. We use the data set of the Saturday
Morning Problem[17] as shown in Table 1 to illustrate the
proposed algorithm. The training data set uses four attributes (i.e.,
Outlook, Temperature, Humidity, Wind) to describe each
instance and there are three sport plans (i.e., Volleyball,
Swimming, W_lifting) to be taken, i.e.,

Attribute = {Outlook, Temperature, Humidity, Wind},
Plan = {Volleyball, Swimming, W_lifting},

where each attribute has linguistic terms shown as follows:
Outlook = {Sunny, Cloudy, Rain},
Temperature = {Hot, Mild, Cool},
Humidity = {Humid, Normal},
Wind = {Windy, Not_Windy}.



Table 1. A Small Data Set for the Saturday Morning Problem [17]
Outlook Temperature Humidity Wind Plan

case Sunny Cloudy Rain Hot Mild Cool Humid Normal Windy Not_Windy Volleyball Swimming W_lifting
1 0.9 0.1 0 1 0 0 0.8 0.2 0.4 0.6 0 0.8 0.2
2 0.8 0.2 0 0.6 0.4 0 0 1 0 1 1 0.7 0
3 0 0.7 0.3 0.8 0.2 0 0.1 0.9 0.2 0.8 0.3 0.6 0.1
4 0.2 0.7 0.1 0.3 0.7 0 0.2 0.8 0.3 0.7 0.9 0.1 0
5 0 0.1 0.9 0.7 0.3 0 0.5 0.5 0.5 0.5 0 0 1
6 0 0.7 0.3 0 0.3 0.7 0.7 0.3 0.4 0.6 0.2 0 0.8
7 0 0.3 0.7 0 0 1 0 1 0.1 0.9 0 0 1
8 0 1 0 0 0.2 0.8 0.2 0.8 0 1 0.7 0 0.3
9 1 0 0 1 0 0 0.6 0.4 0.7 0.3 0.2 0.8 0

10 0.9 0.1 0 0 0.3 0.7 0 1 0.9 0.1 0 0.3 0.7
11 0.7 0.3 0 1 0 0 1 0 0.2 0.8 0.4 0.7 0
12 0.2 0.6 0.2 0 1 0 0.3 0.7 0.3 0.7 0.7 0.2 0.1
13 0.9 0.1 0 0.2 0.8 0 0.1 0.9 1 0 0 0 1
14 0 0.9 0.1 0 0.9 0.1 0.1 0.9 0.7 0.3 0 0 1
15 0 0 1 0 0 1 1 0 0.8 0.2 0 0 1
16 1 0 0 0.5 0.5 0 0 1 0 1 0.8 0.6 0

    In the Saturday Morning Problem, we have three sports
(i.e., Volleyball, Swimming and W_lifting ) to be taken on
Saturday morning. This algorithm is now presented as follows:
Step 1:  Applying the γ-level-cut operations to the values of

each attribute, where the threshold value γ is given
by the user and 1]  [0,∈γ .

Step 2:  According to the results of Step 1, analyze the
relationships between the sport plans to be taken and
the attributes, respectively, to get the frequency
distribution tables for the attributes.

Step 3:  Translate the frequency distribution tables of the
attributes derived in Step 2 into the probability
distribution tables, respectively.

Step 4:  For each sport plan (i.e., Volleyball, Swimming, and
W_lifting) according to the probability distribution
table for each attribute and based on formula (1),
calculate the fuzzy subsethood values between each
sport plan and each term of each attribute.

Step 5:  Generate fuzzy rules based on the fuzzy subsethood
values derived in Step 4. If the terms whose fuzzy
subsethood values with respect to a sport plan is
larger than the level threshold value α, where

1]  [0,∈α , then these terms will be chosen to form
the antecedent parts of the generated fuzzy rules. If
there are two terms with fuzzy subsethood values
not less than the level threshold value α, then the one
with the largest fuzzy subsethood value will be
chosen. When a term whose fuzzy subsethold value
with respect to a sport plan is equal to the fuzzy
subsethood value of the complement of the term
with respect to the sport plan, we choose the original
term to generate fuzzy rules. If the third rule with
respect to the sport plan "W_lifting" can not be
generated by the above process, then generate the
following rule with respect to the sport plan
"W_lifting" shown as follows:
Rule 3: IF Degree(Rule 1) < β AND Degree(Rule 2)

< β
THEN Plan is W_lifting,

where Degree(Rule i) means the degree of
membership in which the case matches the
antecedent part of Rule i, where 21 ≤≤ i , β is an
applicability threshold value [17] given by the user ,

and 1]  [0,∈β .
Step 6:  Assign weights to the attributes appearing in the

antecedent parts of the generated fuzzy rules.

    In the following, we apply the proposed algorithm to deal
with the Saturday Morning Problem, where we assume that the
threshold value γ given by the user is 0.5.

[Step 1] Based on Definition 2.2, after applying the 0.5-level-cut
to each attribute shown in Table1, we can get the
following results as shown in Fig. 1 to Fig. 4.

Outlook Outlook
case Sunny Cloudy Rain Case Sunny Cloudy Rain

1 0.9 0.1 0 1 1 0 0
2 0.8 0.2 0 2 1 0 0
3 0 0.7 0.3 3 0 1 0
4 0.2 0.7 0.1 4 0 1 0
5 0 0.1 0.9 5 0 0 1
6 0 0.7 0.3 6 0 1 0
7 0 0.3 0.7 7 0 0 1
8 0 1 0 8 0 1 0
9 1 0 0 9 1 0 0

10 0.9 0.1 0 10 1 0 0
11 0.7 0.3 0 11 1 0 0
12 0.2 0.6 0.2 12 0 1 0
13 0.9 0.1 0 13 1 0 0
14 0 0.9 0.1 14 0 1 0
15 0 0 1 15 0 0 1
16 1 0 0 16 1 0 0

Fig. 1. Membership grades of the linguistic terms of the attribute
"Outlook" after applying the 0.5-level-cut.

Temperature Temperature
case Hot Mild Cool Case Hot Mild Cool

1 1 0 0 1 1 0 0
2 0.6 0.4 0 2 1 0 0
3 0.8 0.2 0 3 1 0 0
4 0.3 0.7 0 4 0 1 0
5 0.7 0.3 0 5 1 0 0
6 0 0.3 0.7 6 0 0 1
7 0 0 1 7 0 0 1
8 0 0.2 0.8 8 0 0 1
9 1 0 0 9 1 0 0
10 0 0.3 0.7 10 0 0 1
11 1 0 0 11 1 0 0
12 0 1 0 12 0 1 0
13 0.2 0.8 0 13 0 1 0
14 0 0.9 0.1 14 0 1 0
15 0 0 1 15 0 0 1
16 0.5 0.5 0 16 1 1 0

Fig. 2. Membership grades of the linguistic terms of the attribute
"Temperature" after applying the 0.5-level-cut.
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Humidity Humidity
case Humid Normal Case Humid Normal

1 0.8 0.2 1 1 0
2 0 1 2 0 1
3 0.1 0.9 3 0 1
4 0.2 0.8 4 0 1
5 0.5 0.5 5 1 1
6 0.7 0.3 6 1 0
7 0 1 7 0 1
8 0.2 0.8 8 0 1
9 0.6 0.4 9 1 0
10 0 1 10 0 1
11 1 0 11 1 0
12 0.3 0.7 12 0 1
13 0.1 0.9 13 0 1
14 0.1 0.9 14 0 1
15 1 0 15 1 0
16 0 1 16 0 1

Fig. 3. Membership grades of the linguistic terms of the attribute
"Humidity" after applying the 0.5-level-cut.

Wind Wind
case Windy Not_Windy Case Windy Not_Windy

1 0.4 0.6 1 0 1
2 0 1 2 0 1
3 0.2 0.8 3 0 1
4 0.3 0.7 4 0 1
5 0.5 0.5 5 1 1
6 0.4 0.6 6 0 1
7 0.1 0.9 7 0 1
8 0 1 8 0 1
9 0.7 0.3 9 1 0
10 0.9 0.1 10 1 0
11 0.2 0.8 11 0 1
12 0.3 0.7 12 0 1
13 1 0 13 1 0
14 0.7 0.3 14 1 0
15 0.8 0.2 15 1 0
16 0 1 16 0 1

Fig. 4. Membership grades of the linguistic terms of the attribute
"Wind" after applying the 0.5-level-cut.

[Step 2] From Fig. 1, we can see that
(1) There are 7 cases in which the membership

grade of the linguistic term "Sunny" of the
attribute "Outlook" is equal to 1, where among
16 cases, there are 2 cases in which the plan is
"Volleyball"; there are 3 cases in which the plan
is " Swimming"; there are 2 cases in which the
plan is "W_lifting".

(2) There are 6 cases in which the membership
grade of the linguistic term "Cloudy" of the
attribute "Outlook" is equal to 1, where among
16 cases, there are 3 cases in which the plan is
"Volleyball"; there is 1 case in which the plan is
" Swimming"; there are 2 cases in which the
plan is "W_lifting".

(3) There are three cases in which the membership
grade of the linguistic term "Rain" of the
attribute "Outlook" is equal to 1, where among
16 cases, there is 0 case in which the plan is
"Volleyball"; there is 0 case in which the plan is
"Swimming"; there are 3 cases in which the plan
is "W_lifting".

Thus, we can get the frequency distribution table
between the attribute "Outlook" and the sport plan to
be taken as shown in the right hand side of Fig. 5.

By the same way, we can analyze the relationships between the
other attributes and the sport plans to be taken as shown in Fig. 6
to Fig. 8, respectively.

 [Step 3] Let's consider the frequency distribution table of the
attribute "Outlook" shown in Fig. 5.
(1) From the first row of the frequency distribution

table shown in Fig. 9, we can see that when

Outlook is "Sunny", there are 2 cases in which

the sport plan is "Volleyball"; there are 3 cases in

which the sport plan is "Swimming"; there are 2

cases in which the sport plan is "W_lifting".

Thus, when Outlook is "Sunny", the probability

that the spot plan is "Volleyball" is equal to
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probability that the sport plan is "W_lifting" is

equal to 
7
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. The results are shown in the

first row of the probability distribution table

shown in Fig. 9.

(2) From the second row of the frequency

distribution table shown in Fig. 9, we can see

that when Outlook is "Cloudy", there are 3 cases

in which the sport plan is "Volleyball"; there is 1

case in which the sport plan is "Swimming";

there are 2 cases in which the sport plan is

"W_lifting". Thus, when Outlook is "Cloudy",

the probability that the sport plan is "Volleyball"

is equal to
6
3

213
3

=
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; the probability that the

sport plan is "Swimming" is equal to
6
1
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=
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;

the probability that the sport plan is "W_lifting"

is equal to
6
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=
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. The results are shown in

the second row of the probability distribution

table shown in Fig. 9.

(3) From the third row of the frequency distribution

table shown in Fig. 9, we can see that when

Outlook is "Rain", there is 0 case in which the

sport plan is "Volleyball"; there is 0 case in

which the sport plan is "Swimming"; there are

three cases in which the sport plan is "W_lifting".

Thus, when Outlook is "Rain", the probability

that the sport plan is "Volleyball" is equal to

0
300

0 =
++

; the probability that the sport plan
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is "Swimming" is equal to 0
300

0 =
++

; the

probability that the sport plan is "W_lifting" is
equal to 1

300
3 =

++
. The results are shown in

the third row of the probability distribution table

shown in Fig. 9.

By the same way, we can derive the probability

distribution tables for the other attributes as shown in

Fig. 10 to Fig. 12.

Outlook Plan
case Sunny Cloudy Rain Volleyball Swimming W_lifting

1 1 0 0 0 0.8 0.2
2 1 0 0 1 0.7 0
3 0 1 0 0.3 0.6 0.1
4 0 1 0 0.9 0.1 0
5 0 0 1 0 0 1
6 0 1 0 0.2 0 0.8
7 0 0 1 0 0 1
8 0 1 0 0.7 0 0.3
9 1 0 0 0.2 0.8 0
10 1 0 0 0 0.3 0.7
11 1 0 0 0.4 0.7 0
12 0 1 0 0.7 0.2 0.1
13 1 0 0 0 0 1
14 0 1 0 0 0 1
15 0 0 1 0 0 1
16 1 0 0 0.8 0.6 0

  Frequency Distribution Table
Outlook Plan

Sunny Cloudy Rain Volleyball Swimming W_lifting
1 0 0 2 3 2
0 1 0 3 1 2
0 0 1 0 0 3

Fig. 5. Frequency distribution table between the attribute "Outlook" and the sport plans to be taken.

Temperature Plan
Case Hot Mild Cool Volleyball Swimming W_lifting

1 1 0 0 0 0.8 0.2
2 1 0 0 1 0.7 0
3 1 0 0 0.3 0.6 0.1
4 0 1 0 0.9 0.1 0
5 1 0 0 0 0 1
6 0 0 1 0.2 0 0.8
7 0 0 1 0 0 1
8 0 0 1 0.7 0 0.3
9 1 0 0 0.2 0.8 0
10 0 0 1 0 0.3 0.7
11 1 0 0 0.4 0.7 0
12 0 1 0 0.7 0.2 0.1
13 0 1 0 0 0 1
14 0 1 0 0 0 1
15 0 0 1 0 0 1
16 1 1 0 0.8 0.6 0

  Frequency Distribution Table
Temperature Plan

Hot Mild Cool Volleyball Swimming W_lifting
1 0 0 2 4 1
0 1 0 3 0 2
0 0 1 1 0 4

Fig. 6. Frequency distribution table between the attribute " Temperature" and the sport plans to be taken.

Humidity Plan
Case Humid Normal Volleyball Swimming W_lifting

1 1 0 0 0.8 0.2
2 0 1 1 0.7 0
3 0 1 0.3 0.6 0.1
4 0 1 0.9 0.1 0
5 1 1 0 0 1
6 1 0 0.2 0 0.8
7 0 1 0 0 1
8 0 1 0.7 0 0.3
9 1 0 0.2 0.8 0
10 0 1 0 0.3 0.7
11 1 0 0.4 0.7 0
12 0 1 0.7 0.2 0.1
13 0 1 0 0 1
14 0 1 0 0 1
15 1 0 0 0 1
16 0 1 0.8 0.6 0

  Frequency Distribution Table
Humidity Plan

Humid Normal Volleyball Swimming W_lifting
1 0 0 3 3
0 1 5 1 5

Fig. 7. Frequency distribution table between the attribute " Humidity" and the sport plans to be taken.



Wind Plan
Case Windy Not_Windy Volleyball Swimming W_lifting

1 0 1 0 0.8 0.2
2 0 1 1 0.7 0
3 0 1 0.3 0.6 0.1
4 0 1 0.9 0.1 0
5 1 1 0 0 1
6 0 1 0.2 0 0.8
7 0 1 0 0 1
8 0 1 0.7 0 0.3
9 1 0 0.2 0.8 0
10 1 0 0 0.3 0.7
11 0 1 0.4 0.7 0
12 0 1 0.7 0.2 0.1
13 1 0 0 0 1
14 1 0 0 0 1
15 1 0 0 0 1
16 0 1 0.8 0.6 0

  Frequency Distribution Table
Wind Plan

Windy Not_windy Volleyball Swimming W_lifting
1 0 0 1 5
0 1 5 3 3

Fig. 8. Frequency distribution table between the attribute "Wind" and the sport plans to be taken.

Frequency Distribution Table
Outlook Plan

Sunny Cloudy Rain Volleyball Swimming W_lifting
1 0 0 2 3 2
0 1 0 3 1 2
0 0 1 0 0 3

Probability Distribution Table
Outlook Plan

Sunny Cloudy Rain Volleyball Swimming W_lifting
1 0 0 2/7 3/7 2/7
0 1 0 3/6 1/6 2/6
0 0 1 0 0 1

Fig. 9. Derive the probability distribution table of the attribute "Outlook".

Frequency Distribution Table
Temperature Plan

Hot Mild Cool Volleyball Swimming W_lifting
1 0 0 2 4 1
0 1 0 3 0 2
0 0 1 1 0 4

Probability Distribution Table
Temperature Plan

Hot Mild Cool Volleyball Swimming W_lifting
1 0 0 2/7 4/7 1/7
0 1 0 3/5 0 2/5
0 0 1 1/5 0 4/5

Fig. 10. Derive the probability distribution table of the attribute "Temperature".

Frequency Distribution Table
Humidity Plan

Humid Normal Volleyball Swimming W_lifting
1 0 0 3 3
0 1 5 1 5

Probability Distribution Table
Humidity Plan

Humid Normal Volleyball Swimming W_lifting
1 0 0 3/6 3/6
0 1 5/11 1/11 5/11

Fig. 11. Derive the probability distribution table of the attribute "Humidity".

Frequency Distribution Table
Wind Plan

Windy Not_windy Volleyball Swimming W_lifting
1 0 0 1 5
0 1 5 3 3

Probability Distribution Table
Wind Plan

Windy Not_windy Volleyball Swimming W_lifting
1 0 0 1/11 5/11
0 1 5/11 3/11 3/11

Fig. 12. Derive the probability distribution table of the attribute "Wind".

[Step 4] Using formula (1), we can calculate the subsethood
values between each sport plan and attribute. For
example, based on the probability distribution table of
the attribute "Outlook" shown in Fig. 9, we can
calculate the fuzzy subsethood value S(Volleyball,
Sunny) between "Volleyball" and "Sunny" shown as
follows:

Sunny)llM(Volleyba ∩ = min(2/7, 1) + min(3/6, 0) + min(0, 0)
= 2/7 + 0 + 0 = 0.28,

ll)M(Volleyba = 2/7 + 3/6 + 0 = 0.78,

S(Volleyball, Sunny) = 
ll)M(Volleyba
Sunny)llM(Volleyba ∩

= 06/37/2
7/2

++  = 0.36.
By the same way, based on Figs.9-12, we can get the
list of the fuzzy subsethood values for the Saturday
Morning Problem as shown in Fig. 13.

[Step 5] After we get subsethood values between each sport plan
(i.e., Volleyball, Swimming, and W_lifting) and each
term of each attribute, we can select the terms of

attributes for each sport plan to form a rule. We select
the terms of the attributes with the highest subsethood
values with respect to the sport plan to form the
antecedent part of the rule for each sport plan, and we
use the sport plan to form the consequence part of the
rule. We use a level threshold value α to decide whether
we want to select the terms of attributes or not, where
the level threshold value α is between 0 and 1 and is
given by the user. We also consider the fuzzy
subsethood values of the complement of the terms of
the attributes for each sport plan. We choose the terms
of the attributes whose fuzzy subsethood values are not
less than the level threshold value α, where 1]  [0,∈α .
If there are two terms with fuzzy subsethood values not
less than the level threshold value α, then the one with
largest fuzzy subsethold value will be chosen. When a
term whose fuzzy subsethood value with respect to the
sport plan is equal to the fuzzy subsethold value of the
complement of the term with respect to the sport plan,
we choose the original term to generate fuzzy rules. For
example, from Fig. 13, we can see that the fuzzy



subsethold values of the terms of the attributes with
respect to the sport plan "Volleyball" are as shown in
Fig. 14.

(1)For the sport plan "Volleyball":
  Outlook:
  S(Volleyball, Sunny) = 0.36 S(Volleyball, Cloudy) = 0.64 S(Volleyball, Rain) = 0
  Temperature:
  S(Volleyball, Hot) = 0.26 S(Volleyball, Mild) = 0.55 S(Volleyball, Cool) = 0.18
  Humidity:
  S(Volleyball, Humid) = 0 S(Volleyball, Normal) = 1
  Wind:
  S(Volleyball, Windy) = 0 S(Volleyball, Not_windy) = 1

(2)For the sport plan "Swimming":
  Outlook:
  S(Swimming, Sunny) = 0.72 S(Swimming, Cloudy) = 0.28 S(Swimming, Rain) = 0
  Temperature:
  S(Swimming, Hot) = 1 S(Swimming, Mild) = 0 S(Swimming, Cool) = 0
  Humidity:
  S(Swimming, Humid) = 0.85 S(Swimming, Normal) = 0.15
  Wind:
  S(Swimming, Windy) = 0.38 S(Swimming, Not_windy) = 0.62

(3)For the sport plan "W_lifting":
  Outlook:
  S(W_lifting, Sunny) = 0.18 S(W_lifting, Cloudy) = 0.21 S(W_lifting, Rain) = 0.62
  Temperature:
  S(W_lifting, Hot) = 0.11 S(W_lifting, Mild) = 0.3 S(W_lifting, Cool) = 0.6
  Humidity:
  S(W_lifting, Humid) = 0.52 S(W_lifting, Normal) = 0.48
  Wind:
  S(W_lifting, Windy) = 0.75 S(W_lifting, Not_windy) = 0.25

Fig.13. The list of the fuzzy subsethood values for the Saturday
Morning Problem [17]

    Assume that the level threshold value α given by
the user is 0.9 (i.e., α = 0.9). From Fig. 14, we can see
that only S(Volleyball, NOT Rain) is not less than 0.9,
so we add "Outlook is Not Rain" into the antecedent
part of the rule. We can't find any terms of the attribute
"Temperature" whose fuzzy subsethood values is larger
than 0.9, so the terms of the attribute "Temperature" can
be ignored. The third attribute "Humidity" has two
terms (i.e., NOT Humid and Normal) whose fuzzy
subsethood values S(Volleyball, NOT Humid) and
S(Volleyball, Normal) are larger than 0.9, we choose the
original term "Normal" and add "Humidity is Normal"
into the antecedent part of this rule. The attribute
"Wind" has a term "Not_Windy" whose fuzzy
subsethood value is larger than 0.9, so we choose the
term "Not_windy" of the attribute "Wind" and add
"Wind is Not_windy" to the antecedent part of the rule.
Thus, we can get the rule for the sport plan "Volleyball"
shown as follows:

Rule 1: IF Outlook is Not Rain ANDHumidity is Normal AND
Windy is Not_Windy

THEN Plan is Volleyball.
From Fig. 13, we also can see that the fuzzy subsethood
values of the terms of the attributes with respect to the
sport plan "Swimming" are shown as in Fig. 15. From
Fig. 15, we can see that only S(Volleyball, NOT Rain)
is not less than 0.9, so we add "Outlook is Not Rain"
into the antecedent part of the rule. The second attribute
"Temperature" has three terms (i.e., Hot and NOT Mild,
and NOT Cool) whose fuzzy subsethood values
S(Volleyball, Hot), S(Volleyball, NOT Mild), and
S(Volleyball, NOT Cool) are larger than 0.9, we choose

the term "Hot" and add "Temperature is Hot" into the
antecedent part of the rule due to fact that the term
"Hot" has the largest fuzzy subsethood value with
respect to the sport plan "Swimming" among the terms
"Hot", "Not Mild", and "Not Cool". We can't find any
terms of the attributes "Humidity" and "Wind" whose
fuzzy subsethood values is larger than 0.9, so the terms
of the attribute "Humidity" and "Wind" can be ignored.
Thus, we can get the rule for the sport plan
"Swimming" shown as follows:

Rule 2: IF Outlook is Not Rain ANDTemperature is Hot
THEN Plan is Swimming.
From Fig. 13, we also can see that the fuzzy subsethood
values of the terms of the attributes with respect to the
sport plan "W_lifting" are shown as in Fig. 16.
From Fig. 16, we can't find any terms of the attributes
"Outlook", "Temperature", "Humidity", and "Wind"
whose fuzzy subsethood values with respect to the sport
plan "W_lifting" is larger than 0.9. Thus, in this
situation, we can’t generate the third rule for the sport
plan "W_lifting" shown as follows:

Rule 3: IF Degree(Rule 1) < β AND Degree(Rule 2) < β
THEN Plan is W_lifting,
where β is an applicability threshold value given by the
user and 1]  [0,∈β .
In summary, if the retrieval threshold value α= 0.9 and
the applicability threshod value β = 0.6 then we can get
the following fuzzy rules which are the same as the
ones of Chen-Lee-Lee's method [5]:

Rule 1: IF Outlook is NOT Rain AND Humidity is Normal And
Wind is Not-windy

THEN Plan is Volleyball
Rule 2: IF Outlook is Not Rain AND Temperature is Hot

THEN Plan is Swimming
Rule 3: IF Degree(Rule 1) < β AND Degree(Rule 2) < β

THEN Plan is W_lifting.
S(Volleyball, Sunny) = 0.36 S(Volleyball, Cloudy) = 0.64 S(Volleyball, Rain) = 0
S(Volleyball, Hot) = 0.26 S(Volleyball, Mild) = 0.55 S(Volleyball, Cool) = 0.18
S(Volleyball, Humid) = 0 S(Volleyball, Normal) = 1
S(Volleyball, Windy) = 0 S(Volleyball, Not_windy) = 1

Fig. 14. Fuzzy subsethood values of the terms of attributes
with respect to the sport plan "Volleyball".

S(Swimming, Sunny) = 0.72 S(Swimming, Cloudy) = 0.28 S(Swimming, Rain) = 0
S(Swimming, Hot) = 1 S(Swimming, Mild) = 0 S(Swimming, Cool) = 0
S(Swimming, Humid) = 0.85 S(Swimming, Normal) = 0.15
S(Swimming, Windy) = 0.38 S(Swimming, Not_windy) = 0.62

Fig. 15. Fuzzy subsethood values of the terms of attributes with
respect to the sport plan "Swimming".

S(W_lifting, Sunny) = 0.18 S(W_lifting, Cloudy) = 0.21 S(W_lifting, Rain) = 0.62
S(W_lifting, Hot) = 0.11 S(W_lifting, Mild) = 0.3 S(W_lifting, Cool) = 0.6
S(W_lifting, Humid) = 0.52 S(W_lifting, Normal) = 0.48
S(W_lifting, Windy) = 0.75 S(W_lifting, Not_windy) = 0.25

Fig. 16. Fuzzy subsethood values of the terms of attributes with
respect to the sport plan "W_lifting".

[Step 6] This step assigns weights to the attributes appearing in
the antecedent parts of the generated fuzzy rules. Each
attribute appearing in the antecedent parts of the
generated fuzzy rules may have different important
degrees, so we assign a weight to each attribute
appearing in the antecedent parts of the generated fuzzy



rules. From Step 5, we can get two fuzzy rules Rule 1
and Rule 2 shown as follows:

Rule 1: IF Outlook is Not Rain AND Humidity is Normal AND
Wind is Not_Windy

THEN Plan is Volleyball
Rule 2: IF Outlook is Not Rain AND Temperature is Hot

THEN Plan is Swimming

In Rule 1, if we let the weights of the attributes
"Outlook", "Humidity", and "Wind" be 0.3, 0, and 0.7,
respectively, and in Rule 2, if we let the weights of the
attributes "Outlook" and "Temperature" be 0.1 and 0.9,
respectively, then we let Degree(Rule i) = Degree(sport
plan i), where 2i1 ≤≤ , sport plan i is the sport plan of
Rule i, and Degree(Rule i) means the degree of
membership. Then, we assign weights to the attributes
appearing in the antecedent part of Rule 1 as follows:
Degree(Volleyball)= Degree(Not Rain) * 0.3 +
Degree(Normal) * 0 + Degree(Not_Windy) * 0.7
= Degree(Not Rain) * 0.3 + Degree(Not_Windy) * 0.7.

Next, we assign weights to the attributes appearing in
the antecedent part of Rule 2 as follows:
Degree(Swimming)=Degree(Not Rain) * 0.1 +
Degree(Hot) * 0.9.
Then, we can assign
Degree(Rule 1) = Degree(Volleyball),
Degree(Rule 2) = Degree(Swimming).
For example, we can calculate Case 13 of Table 1
shown as follows:
Degree(Volleyball)
= Degree(Not Rain) * 0.3 + Degree(Not_Windy) * 0.7
= (1- 0) * 0.3 + 0 * 0.7 = 0.3,
Degree(Swimming)
= Degree(Not Rain) * 0.1+ Degree(Hot) * 0.9
= (1- 0) * 0.1 + 0.2 * 0.9 = 0.28,
Degree(Rule 1) = Degree(Volleyball) = 0.3,
Degree(Rule 2) = Degree(Swimming) = 0.28.

When Rule 1 and Rule 2 can’t classify well for Case 13
of Table 1 (i.e., Case 13 belonging to the sport plans
“Volleyball” and “Swimming” have low degrees of
membership), we can then classify Case 13 into the
sport plan “W_lifting”. In this situation, we need to use
an applicability threshold value β given by the user,
where 1]  [0,  ∈β , to decide the suitability of existing
classification fuzzy rules. If Degree(Rule i) β   ≥ ,
where n}..., , 2 {1,  i ∈ and n is the number of the
existing classification fuzzy rules, then Rule i is
suitable to classify this case.
Thus, we generate the third rule as follows:

Rule 3: IF Degree(Rule 1) < β  AND Degree(Rule 2) < β
THEN Plan is W_lifting.
That is, if Degree(Rule 1) and Degree(Rule 2) are less
than β, where β is an applicability threshold value given
by the user and 1]  [0,  ∈β , then we set the value of
Degree(W_lifting) to 1. Otherwise, we assign 0 to
Degree(W_lifting).

Now we calculate Case 13 of Table 1 again, and we
assume that the applicability threshold value β given
by user is 0.725. Thus, we can get the classification
result shown as follows:
Degree(Volleyball)
= Degree(Not Rain) * 0.3 + Degree(Not_Windy) * 0.7
= (1- 0) * 0.3 + 0 * 0.7 = 0.3,
Degree(antecedent part of Rule 2)
= Degree(Not Rain) * 0.1 + Degree(Hot) * 0.9
= (1- 0) * 0.1 + 0.2 * 0.9 = 0.28,
Degree(Rule 1) = Degree(Volleyball) = 0.3,
Degree(Rule 2) = Degree(Swimming) = 0.28.
According to Rule 3, Because Degree(Rule 1) < 0.725
and Degree(Rule2) < 0.725, we can see that Case 13 of
Table 1 is classified into the sport plan "W_lifting" (i.e.,
Degree(Rule 3) = Degree(W_lifting) = 1).

Assume that the applicability threshold value β given
by the user is 0.725. After we apply the generated
weighted fuzzy rules to 16 cases of the "Saturday
Morning Problems", we can get 100% classification
accuracy rate as shown in Table 2, where the
calculations for Case 1 are shown as follows:
Degree(Rule 1) = Degree(Volleyball)
= Degree(Not Rain) * 0.3 + Degree(Not_Windy) * 0.7
= (1 - 0) * 0.3 + 0.9 * 0 + 0.6 * 0.7
= 0.72,
Degree(Rule 2) = Degree(Swimming)
= Degree(Not Rain) * 0.1 + Degree(Hot) * 0.9
= (1 - 0) * 0.1 + 1 * 0.9
= 1.
Because Degree(Rule 1) < 0.725 and Degree(Rule 2) >
0.725, based on Rule 3, we can see that
Degree(W_lifting) = 0.

Thus, if we let the weights of the attributes "Outlook",
"Humidity" and "Wind" of Rule 1 be 0.3, 0 and 0.7,
respectively, and we let the weights of the attributes
"Outlook" and "Temperature" of Rule 2 be 0.1 and 0.9,
respectively, where the level threshold value α = 0.9
and the applicability threshold value β = 0.725, we can
get 100% classification accuracy rate and it has the
smallest total Euclidian Distance between the
classification result of the generated weighted fuzzy
rules and known classification in the training data,
where the generated weighted fuzzy rules are shown as
follows:

Rule 1: IF Outlook is Not Rain (Weight = 0.3) AND Humidity is
Normal (Weight = 0) AND Wind is Not_Windy
(Weight = 0.7)

THEN Plan is Volleyball
Rule 2: IF Outlook is Not Rain (Weight = 0.1) AND

Temperature is Hot (Weight = 0.9)
THEN Plan is Swimming

Rule 3: IF Degree(Rule 1) < 0.725 AND Degree(Rule 2) < 0.725
THEN Plan is W_lifting



4. CONCLUSIONS
    In this paper, we have presented a new method to generate
weighted fuzzy rules from numerical data to deal with the
Saturday Morning Problem [17]. The proposed method calculates
the fuzzy subsethood values between the terms of attributes and
the sport plans to be made, and it uses the γ-level-cut, the level
threshold value α, and the applicability threshold value β to
generate weighted fuzzy rules, where γ, α and β are given by the
user, ]1  ,0[ ∈γ , ]1  ,0[ ∈α , and ]1  ,0[ ∈β . There are 45 ways
to assign different weights to different attributes appearing in the
antecedent parts of the generated weighted fuzzy rules which all
can get 100% classification accuracy rate. We also can see that if
we let the weights of the attributes "Outlook", "Humidity" and
"Wind" of Rule 1 be 0.3, 0 and 0.7, respectively, and if we let the
weights of the attributes "Outlook" and "Temperature" of Rule 2
be 0.1 and 0.9, respectively, we can get 100% classification
accuracy rate (under γ=0.5, α = 0.9, and β = 0.725), where it has
the smallest total Euclidian distance between the classification
result of the generated weighted fuzzy rules and the known
classification in the training data. The proposed method is better
than Yuan-and-Shaw's method presented in [17] and Chen-Lee-
Lee's method presented in [5] due to the fact that the
classification accuracy rate of the proposed method is 100%, but
the classfication accuracy rate of Yuan-and-Shaw's method
presented in [17] is 81.25%, and the classification accuracy rate
of Chen-Lee-Lee's method persented in [5] is 93.75%.

Table 2. Classification Result of the Generated Weighted Fuzzy Rules
Classification Known in

Training Data
Classification Result of the Generated

Weighted Fuzzy Rules
Case Volleyball Swimming W_lifting Volleyball Swimming W_lifting

1 0 0.8 0.2 0.72 1 0
2 1 0.7 0 1 0.64 0
3 0.3 0.6 0.1 0.77 0.79 0
4 0.9 0.1 0 0.76 0.36 0
5 0 0 1 0.38 0.64 1
6 0.2 0 0.8 0.63 0.07 1
7 0 0 1 0.72 0.03 1
8 0.7 0 0.3 1 0.1 0
9 0.2 0.8 0 0.51 1 0

10 0 0.3 0.7 0.37 0.1 1
11 0.4 0.7 0 0.86 1 0
12 0.7 0.2 0.1 0.73 0.08 0
13 0 0 1 0.3 0.28 1
14 0 0 1 0.48 0.09 1
15 0 0 1 0.14 0 1
16 0.8 0.6 0 1 0.55 0
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