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Abstract

In this paper, we present a new stroke extraction
algorithm that integrates all levels of contour
information  including  boundary  points,
dominant points, corner points, segments, cross
section sequence graph, character structure to
extract strokes of Chinese characters. Unlike the
traditional bottom-up approach, which the
current step of information extraction is only
based on the previous step, we use and
accumulate all extracted information until the
final extraction of strokes is done. The longer
contour segment of stroke tends to preserve
better stroke information and is robust to the
interfering contour. Hence, stroke extraction in
the proposed algorithm is based on the longer
contour segment of stroke instead of the medial
axis. Experimental results show that the
proposed algorithm can correctly extract the

strokes up to 95% from a printed and

handwritten test samples based on the human
perception. This research provides a solid basis
for the structural matching of Chinese
characters.

1. Introduction

The stroke is an essential information to the
structural matching of Chinese characters™ .
The structure of Chinese character that can be
characterized by the relative position and
orientation of strokes is invariant to size and
orientation. The major difference between the
Chinese character and the Latin family of
languages is that the most of strokes of Chinese
characters are composed of vertical or horizontal
line segments. Many algorithms have been
developed to extract strokes either by thinning or
non-thinfiing approaches ®2". The thinning
approach has been intensively siudied by G149,
The main problem for the thinning is the
deformation of the skeletons, as a result, it
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produces distorted strokes. Many authors have
proposed algorithms to improve the siroke
segmentation, such as a maximum circle
technique by Liao and Huang ‘¥, a modified
Hough transform by Cheng et al.'®), etc. Liao
and Huang ® use Bernstein Bezier curve and
Wang et al. use quadratic equation to do curve
fitting ©. The non-thinning approach has been
studied by “*?". Mori and Sakura @ uses line
filtering to extract strokes. Chang and Lai use
boundary properties at junction points and the
relaxation techniques to extract a stroke. Huang -
et al. "® use cross section sequence to extract
strokes. Jiang et al. ® use a rubber band to
extract small components, called parts, and then
merge part into strokes. However, the strokes is
not necessary corresponding to those of human -
perception or writing.

In this paper, we focus on the stroke
exiraction of the Chinese characters and propose
a new algorithm integrating all levels of contour
information. We first extract the boundary poinis.
Second, the corner points are detected. Then
these corner points are used to find contour
segments, Fourth, we modified the cross section
sequence graph to find singular regions which
are defined as an end point region or a junction
region. Finally, the Bezier curve are used to
check the continuity of segments of connection
regions and determine whether they belong to
the same stroke. Each step of extracted
information are preserved through the process.
Unlike the iraditional bottom-up approach,
which the current step of information exiraction
is only based the previous step, we accumulate
all exiracted information until the final
exiraction of strokes is done. The longer contour
segment of siroke tends to preserve beiter stroke
information and is robust to the interfering
contour. Hence, siroke exiraction in the
proposed algorithm is based on the longer
contour segment of stroke instead of the medial
axis. Resulis show the new approach can exiract



correct strokes up to 97.5% from 200 printed
characters and 95% from 64 . handwritten
characters. The rest of the paper is organized as
follows. In Section 2 we describes the contour
“extraction and gives the corer points detection.
Section 3 presents the detection of the structure
of characters. In Section 4 we describe the stroke
extraction. The experimental resulis are given in
Section 5, Finally, the conclusion is given in the
last section. Before we go to the next section, we
give the information flow of the algorithm in
Figure 1.
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Figurel. The information flow of the algorithm.

2. Contour Information Extraction

Contour is one of the most fundamental
information after image segmentation. A set of
border pixel position is extracted and recorded in
an appropriate data structure. To ensure the
correct contour extraction we follow the
traditional assumption that the contour is a
simple cycle form. In other word, different
contours cannot exactly share a single pixel.

2.1 Contour points detection

To detect contour points we use a 3 by 3
template T with different weights as shown in
Figures 2 (a) and (b) to operate on the image f(x,
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calculation.

Pixels in f(x, y) are classified into three
categories — interior, noise, and contour points.
They are defined as follows.

1. Interior point: when (n0 and n2 and n4 and
n6) = 1 and (n1 or n3 or n5 or n7) = 1.
Those pixels are defined as interior points.

2. Noise point: when nj . Alivm)mod 8 i

1, where 0<=i<=7 » m>=l, then
(nj »...» R(i+m)mod 8) it is defined as a
set of consecutive points. If the
neighborhood combinations satisfies the
following two criteria, then the pixel is a
noise point.

a) The set of consecutive points is zero.

b) The sets of consecutive points are equal
to two and doesn’t exist a simple cycle.

3. Contour point: f(x,y) \ (interior and noise
points).

2.2 Contour Following

After contours are extracted, we trace the
contour of same region by using the Freeman
chain code. The exterior boundary is traced by
the clockwise direction and the exterior
boundary is traced by the counter-clockwise
direction.

2.3 Corner Detection

The intersection of strokes will result a
dramatic change in the contour. The corner
detection is to detect such change. We first use
the Teh and Chin’s one curvature algorithim @
to detect the dominant point from the chain code.
In order to speed up the further calculation, the
category, direction code, and one curvature are
stored as an attribute look-up table. Totally,
there are 255 combinations. Only when the
pixel’s category value is 3, it has the values for
direction code and one curvature. Second, the
region of support is calculated. Finally, the
four passes in ® are used to detect the dominate
points. The character image after dominate
points detection is shown in Figure 3. Though
the Teh and Chin’s algorithm works excellent on
dominant points, the further processing is
required to extract segments for stroke
extraction. We extract corner points from the
dominant points by detecting the dramatic
change. Figure 4 shows the results after corner
detection.
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(@ (b)
Figure 3. (a). The character image. (b). The
result after the detection of dominant points

Figure 4. The corner points after the corner
detection process.

3. Detection of Character Structure

In order to connect two sub-strokes, a
crossing region has to be detected first. The
common approach for crossing region exiraction
are thinning, run length coding, and cross
section sequence graph. Due to working with
regions, the CSSG gives a better result among
these three approaches. We apply the CSSG
approach, but make a couple of major changes.
We use contour segments and information to
find the cross section sequence which is more
stable and memory efficient than the traditional
CSSG approach.

3.1 Contour Segment Extraction

Instead of using medial axis, as most
papers do, we use the contour segments.
Following the contour, the segments can be
extracted. The first corner encountered is the
start point and the second corner encountered is
the end point of the segment. The definition of a
segment is as follows. Let segment Sg be an
order sequence. Sg=<s,cy,..., ¢k, e>, wheres
is the start point, e is the end point, and cj__ are
the contour point. s and e are determined by the
corner points. L(Sg) is the length of the segment.
L(Sg) = k, where k is the number of contour
points between s and e.

3.2 Construction of CSSG

Cross section is defined as a path between
an order pair of contour points, cs(c; , opp(ci ),
where ¢; and opp(c; ) belongs to opposite
contour segments of the same region. A cross
section sequence is a sequence of cross section
with no crossing @9, A characier image may
contain many cross section sequences. Before
we described the methods to construct the CSSG,
we give a definition to normal direction as
follows.

For a segment seg , s is the start point , e is the
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end point, ; is the ith contour point at the

-segment . Let dir(p,q) be the direction from

point p to point ¢ and dist(p,q} be the Euclidean
distance from point p to point g. Let A9 be the
angle deviation between dir(c; ,e) and dir(s, ¢ )
and Ag = [dist(c; ) / (dist(s, ci) + disi(ci ) )] ¥A0.
The approximation tangent direction tan_dir at
¢;j is computed as
tan_dir=(dir(s, ¢; ) + A¢) mod 360
If the angle deviation between tan_dir and
dir(ci e) is greater than A9 then
tan_dir=(dir(s, cj ) - Ag+360) mod 360
The normal direction at ¢; is tan_dir + 90 as
shown in Figure 5.

normal direction

Figure 5. The normal direction at ¢;.

To construct the CSSG we use the following

procedures.

Step 1. Suppress those segments whose length
are less than a tenth of the image size.

Step 2. Use those contour points of the remain
segment, segj , j=1,..., m to construct cross
section. Because points that close to the end
region might be distorted by noise, we use
¢l »....Ck-] to consiruct the cross section, where
l is set to 0.1%k, and use the normal direction
of point ¢; to find a point, opp(c; ), on the
opposite side. The opposite segment is
represented by oppseg(c; , segj). If the
opposite segment is not suppressed and the
angle between the tangent direction of ¢;
and the tangent direction of oppseg(c;, segj)
is larger than a threshold, ang_thr, then the
cross section is valid, otherwise the cross
section is invalid. The ang_thr is set to 155.

Step 3. Group those cross sections that belong to
segj and oppseg(c; , segj) as a cross section
sequence which is represented by { cs(cy ,
opp(cl ) ,..., cS(cm , opp(cy ),  where m is
the number of cross sections. When m is
larger than a threshold, then the cross section
sequence is valid, otherwise it is invalid. The
threshold is set to a twentieth of the image
size. We use the the first and last cross
sections cs(cy , opp(cy ) and cs(cy
opp(cy )) to index the sequence and remove
the rest of cross sections to save the memory.

Step 4. Find all cross section sequences and sort
them from small to large by length. If an
intersection occurs, then remove the longer



one. Figure 6 shows the intersection of cross
sections.
After applying the above four steps, one can get
the cross section sequence graph as shown in
Figure 7.
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Figure 6. An example showing the intersected
cross sections.

Figure 7. The cross section sequence graph.
Only the first and last cross sections are used to
represent the cross section sequences.

3.3 Contour Segments Pairing

The purpose of contour pairing is to
find meaningful segments for each stroke.
Usually, there exists two longer segments
that are more significance than others,
which are called meaningful segment. Other
segments of the stroke are called
meaningless segment, such as end region
segment, singular region segment, etc.
Meaningful segments are used to extract
stroke. The meaningful segments generated
by pairing are shown in Figure 8.

=
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Figure 8. The meaningful segments after p_airing.

3.4 Extraction of Singular Regions

As shown in Figure 7 there are many partitioned
regions in the CSSG. For each region it may
connect to several other regions. The number of
regions connected to a region is called region
adjacency number. For those regions with end
region, cross section, and junction region, are
called singular regions. Singular regions are
important information to evaluate the continuity
of a stroke. The method to extract a singular
region is as follows.
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Step 1. Remove those corner points that. do not

belong to the meaning segments.

Step 2. Start from a cross point, (c; ), of an
arbitrary cross section. If the cross section has
not been marked, then set its traced number to
one, where the traced number is defined as
how many time the cross section has been
traced, and then use opp(c; ), as a new
starting point. If all the cross section have
been searched, then go to Step 4.

Step 3. Follow the contour from the starting
point to find the next point until the following
conditions are satisfied.

(a) If the point is a corner point, then record
the segment that contains the corner point and
check its direction. If the point is an end point,
then the segment is an in-degree, otherwise
the segment is an out-degree as shown in
Figure 9.

(b) If a cross point of the cross section is
encountered, then check whether the cross
section is an starting cross section and how
many the cross section has been traced.

(b-1) If the traced number is 2, then it is not
the starting cross section and the search is fail.
(b-2) If the point is the starting point, then the
search succeeds and the region is established.
The segments encountered found in Step 3 (a)
are connected to the region, then set the
traced number of the cross section to 2.
Continue the process (a) and (b) until the
stack is empty and then return to Step 2.

(c) If the traced number of the cross section is
zero, then the cross section has not
encountered, then set its traced number to 1,
push the cross point into stack, and jump to
the opposite cross point to continue the next
cross point.

(d) If the traced number is one, then jump to
the opposite cross point to continue the next
point. -

Figure 10 shows the process of Steps 2 and 3.

Step 4. Remove those regions without any
connected segments.

The result for the singular region extraction
is shown in Figure 11.

region
- )
_ segment
e T A

segment T )

rlz"c;gia/l 2
Figure 9. An example showing the two kinds of
degree type.
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Figure 10. An example of the extracting regions
process. (2) A CSSG with three dash lines as cross
sections. (b) The cross section ¢ is used as the starting
cross section, the cross point is pushed into stack and
is marked as a black dot, then jump to the opposite
cross point as a new starting point. Follow the contour
one encounters the cross sections ¢ and b that are
pushed into stack and marked as black dots. (‘¢ )
Result of a successful search to obtain region 1. (d)
The cross section b is popped from stack to start
another search. (€) Region 2 is a result of a successful
search. (f) The cross section a is popped to start
another search. Since the cross section b has been
successfully searched, its traced number is 2.
Therefare, the search fails. (g) The cross section ¢ is
popped to start another search. (h) Region 3 is a result
of another successful search.

Figure 11. The singular regions.

3.5 Region Connection

After singular regions are extracted,
we have to find the connection between
singular regions and regular regions. For all
pairing meaningful segments, we take the
longest segment of the stroke. The longer
segment tends to preserve more information.
Figure 12 shows the survival segments.
Based on the singular region and survival
segment the relationship of regions can be
extracted. The number of regions
connected to a region is called the region
connection number. The result is shown in

Figure 13.
[~
I\
N

Figure 12.The survival segments
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Figure 13. The region connection graph

4. Stroke Extraction

*To extract the stroke one has to calculate
the continuity of segments. In the literature,
most of papers focus on direction deviation
between two medial axes. In here, we focus
on the continuity of the contour.

4.1 Continuity Checking

If the curvature change of two segments
are quite uniform, then one can use some '
sampled points to represent the segments and to
fit a curve. This curve will close to the
segments. Otherwise the curve will not close to
the segments. For example, let seg; and seg2 be
two segments with s7 * e7 > 52 * e2 as the
starting points and the end points, respectively.
As shown in Figure 14 (a) where iwo segments
do not belong to the same stroke, the error
distance between the fitted curve will be large.
On the contrary, as shown in Figure 14 (b) the
curve fits the segments uniformly.

81
f. s, o
| 1 \
seg; | seg, N
é{.___‘";"_:_‘ € . ~
8 >
e, & 2N\,
seg, seg, €2

Figure 14. (a) The two segments are not
consistent . (b) The two segments are consistent.

The Bezier polynomial is a popular
representation model in 3D graphics. The
application of the Bezier polynomial in stroke
segmentation can be found in “*. The Bezier
polynomial is represented as follows.

o

B(f)=z(i”)m'(1—:)” " for 05151 where P and Po are end poinis,

A, P, P are control points.

where
(;" )t’ (1-0)"" is Bernstein polynomial basis finction

,i=0,...,m , and m the order of polynomial.
We use n+1 contour points to find m order
of Bezier curve, then generate n+1 point
with equal incremental interval, where n
= ((m+1)/2) +1.

4.2 The Process of Stroke Extraction
There are two phases in siroke



extraction process. In the first phase the T

Jjunction is processed. The T junction can be

detected from the region connection

number and the region adjacent number. If

the two numbers are not equal, then itisa T

junction. In second phase we calculate the

continuity of segments. The procedure can

be summarized as follows.

Step 1. When region connection number is larger
than 1, we pair all possible segments. Each pair
of segment is a segment group.

Step 2. For each segment group the continuity of
the segments is calculated as follows.

(a) the in-degree segment should be paired
with the out-degree segment

(b) The dominant points of segments are used
as control points to generate Bezier curve. The
input of dominant points is in order without
repetition.

(c) The corner points are used to check the
fitting of Bezier curve. For each corner it
measures the distance to the Bezier curve.

(d) When the distance value is smaller than a
threshold, then two segments are connectable
and redraw the region connection graph. .

Step 3. After all regions are processed, we can
obtain the region connection graph as
illustrated in Figure 15.

Figure 15. The final region connection graph.

5. Experimental Results and Discussions
5.1 Results

To test the effectiveness of our algorithm we
apply the algorithm to 200 Gothic style
characters thai are randomly selected from the
Big-5 code and are shown in Figure 16. The
image size for each characters is 128 x 128.

ZTTINTATIT FXTFLY AALWMEN
O+ KEZFPMWITEFSTRSTE
R ZFHCETART LTSI EH
ERFREEARAY REEOHFILHFL
XA B AREBEBRAXX A FEE
BEFFURAMMSFMBAILSFER
REOERBHNERIREREXEELEH
RMERFILER R HENSNRBE
BEISHFFERLHFECREFRERRELR
ARZREFNESEREIMARERRRER
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Figure 16. Test samples of printed characters.

The classification of the siroke extraction is
based on the human perception, not based on the
definition in the dictionary. For example, the
character ‘2’ as shown in Figure 17 (a) is
defined as one stroke in the dictionary. However,
from the human perception it should be divided
into three strokes as shown in Figure 17 (b).
When all strokes of a character are completely
extracted, it is called a correct extraction.

._/v

(@) (b)
Figure 17. (a) Character image. (b) The
character is separated into three strokes from the
human perception.

We use one character as an example to show the
steps of the algorithm. In Figure 18(b) the
thinned character is done by using the algorithm
proposed by Zhang and Suen ‘. As one can see
that the thinned character has distortion on the
Junction regions which is the common problem
for thinning approach. Figure 18 ( ¢) shows the
resulis after corner detection, Figure 18 (d)
shows the results of modified CSSG. Figures 18
(e)-(h) show the sequence of stroke extraction by
the algorithm. The stroke is the contour of large
boundary for each stroke image. Among the 200
characters tested the algorithm has exiracted the
stroke correctly for 195 characters. Only five
characters, T, {Z, B, B¢, and 4, are
ambiguously extracted on a specific stroke. For
example, Figure 19 shows that the stroke *{
¢ has extracted as ‘{ ¢ due to the undetected

corner which is marked by circle in Figure
19(b).
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/ \
(8 (h)
Figure 18. An example of tested characters. (a)
Character image. (b) Thinned image. (c) Result
after corner detection. (d) CSSG. (e)-(h) The
stroke extraction of the character.

Q il 1 //

P

A I

Figure 19. (a) Character image. (b) CS3G. (c)
Result after stroke extraction.

The algorithm is also applied to 64
handwritten characters as shown in Figure 20.
Among 64 characters tested, the algorithm has
extracted the stroke correctly for 62 characters.
Two characters, # and @, are extracted

ambiguously on ‘/A‘ and ‘f3°.

Ao F T~ @ F

AR AL SNl B
g LSy
5
e
»

/\FE—%EQE
L2 F 23
|
— = i =
A A A
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Figure 20. Test samples of handwritien
characters and stroke extraction sequences of
one character.

5.2 Discussions

As one can see the extracted sirokes are
those longer contour of the strokes. The longer
contour of a stroke tends to preserve more
information. Furthermore, it is more robust
during the stroke extraction. Especially, for the
T junction where one side of contour clearly
represents the stroke. But the other side of
contour may be interfered by the intersection of
other stroke. For the medial axis or the skeleton
approach the intersection region may cause the
problem. Because the proposed algorithm uses
the contour information, it is very efficient for
the character with wide strokes. On the contrary,
the thinning algorithm needs to spend many
iterations to obtain the skeleton.

Though the algorithm works very effective
on stroke extraction, there are still several points
to be improved. First, for those smooth curves
the corner detection may fail to detect the right
corner, as a result, the stroke may be extracted
wrongly as shown in Figure 20. Second, when
applying the algorithm to different fonts the
parameters used in the algorithm have to be
tuned. Third, The strokes cannot severely
distorted, otherwise the extra strokes will be
extracted.

6. Conclusions

We have developed a new stroke extraction
algorithm that integrates all levels of the contour
information. The contour information including
boundary points, dominant points, corner points,
contour segments, cross section sequence graph,
and character structure. The boundary points,
dominant points, corner points, and contour
segments are extracted first. Then, the boundary
point, corner points, contour segment are used to
find the CSSG. Third, we use contour segments
and the CSSG to extract the character structure.
Finally, a Bezier curve taking dominant points
and corner points as inputs is used to check the
continuity and to extract the siroke. Both printed
and handwritten characters are used to test the
efficiency of the algorithm. Experimental resulis
show the proposed algorithm can correctly
extract the strokes up to 95% for both test
samples. In the future the algorithm will be

incorporated into a structural matching
recognition system.
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