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Abstract―Mobile ad hoc networks often deployed in 

many kinds of environments and the nodes in the network 
are unattended and have weak physical protection against 
attacks. Mobile ad hoc networks are particularly vulner-
able to Denial of Service attacks. Flooding denial of ser-
vice attacks are new and powerful attacks against 
on-demand Ad Hoc routing protocols. At present, the sin-
gle scheme proposed to resist such attack is Flooding At-
tack Prevention proposed in 2005. And another new 
scheme to resist this kind of attacks be proposed in 2006 is 
Avoid Mistaken Transmission Table. In this paper, we 
present a new and more efficient solution to inhibit flood-
ing attack in Mobile ad hoc networks. In our scheme, legal 
nodes can use Priority and Trust Value and Neighbor 
Nodes List Table to distinguish attack nodes and refuse to 
forward packages for them, in this way flooding attacks 
can be defended. Through analysis, we show that our 
scheme can inhibit flooding attacks at less cost and is 
more efficient. 

Index Terms― Flooding attack, FAP, AMTT, Trust and 

Priority Value, NNLT, RREQ threshold, DATA threshold, 

upgrade and downgrade. 

I. Introduction 

A mobile Ad Hoc network (MANET) is a new 
kind of mobile multi-hop wireless networks. It does 
not require any fixed infrastructure like the base 
station or any administration center. It maintains 
the network connection and data transmission by 
the cooperation and self-organization among all the 
mobile nodes in the network. The routing of the 
Mobile Ad Hoc is always the focus of attention. 
Several mature and widely-used routing protocols 
include OLSR[1], DSR[2], TBRPF[3], AODV[4] 
and so on. Meanwhile, with the appearances of 
many kinds of attacks, many secure routing proto-

cols for Ad Hoc networks are proposed 
[5][6][7][8].  

In wire-networks, Denial of Service attacks (DoS) 
or Distributed Denial of Service (DDoS) attacks are 
a kind of flooding attack that if not found early 
enough, they will cause damages on hosts seriously. 
Along with the extensive use of the wireless net-
work, flooding attack is a new and typical attack 
that results in denial of services when used against 
all previous on-demand routing protocols for Ad 
Hoc networks. Ping Yi et al.[9] first introduced this 
attack model and developed a Flooding Attack 
Prevention Scheme (FAP) to resist it. Then another 
scheme was proposed by Shaomei Li et al. is called 
the Avoiding Mistaken Transmission Table 
(AMTT)[10]. 

We present Priority and Trust Value (PTV) 
scheme to mend the weakness of FAP and AMTT. 
In our scheme, each node sets a priority and trust 
value and neighbor nodes list table for cooperating 
to record the status of its neighbor nodes and find 
out which broadcasts mass RREQ. And so nodes 
can effectively distinguish attacks and refuse to 
forward packages for them. By this way, flooding 
attacks are defended. 

Our main contribution is to control RREQ and 
DATA packets according PTV scheme at nodes 
without changing the original AODV protocol. 
PTV is based on the numbers and frequency of re-
ceiving packets. We also design an upgrade and 
downgrade scheme for each node priority and trust 
value for the normal nodes which act like abnormal 
nodes. It is a recovery scheme for any node that is 
normal but acts like an attacker. 
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II. Related Work 

A. Overview of ADOV protocol 

The Ad Hoc On-Demand Distance Vector 
(AODV) algorithm enables dynamic, self-starting, 
multi-hop routing between participating mobile 
nodes wishing to establish and maintain an Ad hoc 
network [11]. Path discovery is entirely on-demand 
in AODV. It allows mobile nodes to obtain routes 
quickly for new destinations and does not require to 
maintain routes information not in active commu-
nication. AODV is a reactive and stateless protocol 
which establishes routes only as desired by a source 
node using Route Request (RREQ) and Route Re-
ply (RREP) messages. When a source node needs 
to send packets to a destination node to which it has 
no available route, it will broadcast RREQ packet 
and wait RREP packet within one round-trip time, 
as shown in Fig.1. If the node does not receive the 
RREP packet, it will try again to discovery route by 
broadcasting another new RREQ packet. After a 
maximum retry times at the maximum TTL value, 
node stop route discovery. Repeated attempts by 
source node at route discovery for a single destina-
tion node must obey the rule of a binary exponen-
tial backoff algorithm. The RREQ packets are 
broadcast in a incrementing ring to reduce the 
overhead caused by flooding the whole network. 
After a RING TRAVERSAL TIME, if no RREP 
packet has been received, the flooded network is 
enlarged by increasing the TTL by a fixed value. 
This procedure will repeat until an RREP packet is 
received by the originator of the RREQ packet, and 
the routing path has been found. 

Each node maintains a monotonically increasing 
sequence number to ensure loop free routing and 
supersede the stale route cache. The source node 
includes the known sequence number of the desti-
nation in the RREQ packet. When an intermediate 
node receiving a RREQ packet, it will check its 
route table entries. If it possesses a route toward the 
destination with greater sequence number than that 
in the RREQ packet, it unicasts a Route Reply 
(RREP) packet back to its neighbor from which it 
has received the RREQ packet. Otherwise, it sets 
up the reverse path and then rebroadcasts the 
RREQ packet. Duplicate RREQ packets received 
by one node are silently dropped. This way, the 

RREQ packet is flooded in a controlled manner in 
the network, and it will eventually arrive at the des-
tination itself or a node that can supply a new route 
to the destination, which will generate the RREP 
packet. As the RREP packet is propagated along the 
reverse path to the source, the intermediate nodes 
update their routing tables using distributed Bell-
man-Ford algorithm with additional constraint on 
the sequence number, and set up the forward path, 
as shown in Fig.2 

 

 

 

 

 

      The RREQ packets go through 

Fig.1 The forwarding route of RREQ. 

 

 

 

 

 

 

          The reverse path created by RREP 

Fig. 2 The setup of routing path by RREP. 

B. Flooding attack in Mobile Ad hoc network 

Two typical kinds of flooding attack is the 
RREQ flooding attack and the DATA flooding at-
tack. In RREQ flooding attacks, the attacker selects 
many IP addresses which do not exist in the net-
works as destination addresses. Then it succes-
sively originates mass RREQ messages with max 
TTL value for these void IP addresses. Then the 
whole network will be full of RREQ packets sent 
by the attacker. Since these destination addresses 
are invalid, no node can answer RREP packets for 
these RREQs, the reverse routes in the route table 
of midway nodes will be occupied for longer time 
and be exhausted soon [12]. In data flooding at-
tacks, the attacker first sets up paths to all nodes in 
the networks, after that, it sends large quantities of 
useless data packets to all nodes along these paths. 
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The excessive data packets in the network clog the 
network and deplete the available network band-
width for communication among nodes in the net-
work [12]. 

The resources of nodes in Ad Hoc networks are 
very limited, and both attacks are able to exhaust 
the available network bandwidth for communica-
tion such that the other nodes can not communicate 
with each other due to congestion in the network. 
Especially when attacking node employs RREQ 
flooding attack and data flooding attack simulta-
neously, the network will be broken out quickly. 

C. Overview of FAP and AMTT scheme 

� FAP (Flooding Attack Prevention) 

Flooding Attack Prevention (FAP) is a generic 
defense against the Ad Hoc Flooding Attack in mo-
bile ad hoc networks developed by Ping Yi et al. at 
2005.[10] FAP using two methods to stop the Ad 
Hoc Flooding Attack. Neighbor suppression is used 
to prevent the RREQ flooding attack and Path Cut-
off is used to terminate the DATA flooding attack. 
Neighbor suppression let node sets up the process-
ing priority and threshold for its neighbor node. 
The priority of node is in inverse proportion to its 
frequency of originating RREQ. The threshold is 
the maximum of originating RREQ in a period of 
time, such as 1 second. If the frequency of origi-
nating RREQ of the attacker exceeds the threshold, 
the node will not receive the RREQ from the at-
tacker any more. And the RREQ flooding attack 
will be defended by neighbor nodes of attacker, as 
shown in Fig.3. 

 
 
 
 
 
 
 
 
 

     Block the RREQ broadcasting by 1/Freq 

Fig.3 Neighbor suppression of FAP 

When the attacker activates the DATA Flooding 
Attack, the neighbor nodes are difficult to identify 
it because the neighbor nodes can not judge 

whether a DATA packets is useless in the network 
layer. The destination node can easily make a deci-
sion in the application layer when it receives these 
useless DATA packets. The attacker needs to set up 
a path to victim before originating DATA Flooding 
Attacks. When the victim finds the DATA Flooding 
Attack, it can cut off the path from the attacker in 
order to prevent the continuing Flooding Attack 
from the attacker. The victim node originates the 
RRER message back to the attacker. The RRER 
message indicates IP address of victim node un-
reachable. The intermediate nodes which the RRER 
passes through will delete the route from the attack 
to the victim node. The RRER message may cut off 
some paths which are not related with the DATA 
Flooding Attack, and these paths may be repaired 
by the origination nodes hereafter. With the paths 
on which the attacker carries out DATA Flooding 
Attack cutting off gradually, the DATA Flooding 
Attack is terminated. In order to avoid attacker re-
build routes to other nodes, only the destination 
node can respond RREQ packets. 

 
 
 
 
 
 
 

 

                Routing path is cutoff 

             RRER packet forwarding  

Fig.4 Path cutoff of FAP 

� AMTT (Avoiding Mistaken Transmission Ta-
ble) 

In the AMTT scheme, each node establishes an 
avoiding mistaken transmission table. This table is 
used to record received RREQ packages and to en-
roll existed legal communication routes. 

Table1. Format of AMTT 

S IP 

Addr 

D IP 

Addr 

RREQ 

Num 

Seq 

Num 

Vald 

Indic 

Comm 

Rec 
S IP Addr: the Source IP Address; 
D IP Addr: the Destination IP Address; 
RREQ Num: Number of RREQ Packages; 
Seq Num: Sequence Number of RREQ; 
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Vald Indic: Validity Indication, 0 indicates this 
route is legal, 1 indicates it is illegal; 
Comm Rec: Number of Data Packages Passed 
Through; 

When node A wants to send package to node B, 
it sends RREQ package. Every node receiving this 
RREQ adds an item in its AMTT, fills the source IP 
address, destination IP address, sequence number 
according to the package, and sets the RREQ Num 
as 1. After that, whenever receives a RREQ with 
the same source IP address, destination IP address 
and sequence number, this RREQ Value will in-
crease by 1. All nodes do the same statistic to the 
received RREQ packages. 

After the destination node receives RREQ from 
the source node, it adds corresponding item in its 
AMTT, and then sends the RREP package back to 
the source node along the routing path. When this 
RREP reaches intermediate nodes, its validity is 
checked by them. If the destination node is found 
legal, they search their AMTTs, and set corre-
sponding items’ Validity Indication as 1. Otherwise, 
they discard this RREP package and do not set the 
Validity Indication. 

When a node forwards a data package, it will set 
the Communication Record of the item whose 
source IP address and destination IP address in its 
AMTT to 1. In this way, whenever sending a data 
package, midway nodes set the corresponding 
Communication Record in their AMTTs to 1. Each 
node periodically(such as 4*(Round Trip Time)) 
does statistics of its AMTT’s for every item’s 
Communication Record, and deletes the item 
whose increasing value is less than the average 
value of all the items’ increasing values. By this 
way, if a legal communication is broken off be-
cause of the mobility of the destination node or 
other reasons, the nodes included in the old route 
will delete these invalid items related to this com-
munication with the lapse of time, and the resource 
of AMTT will not be occupied in vain.  

After two nodes finish their communication, the 
source node will send Rout Announcement (RANC) 
to intermediate nodes. All the nodes receives 
RANC will delete corresponding items in their 
AMTTs. 

III. Analysis of FAP and AMTT  

1) Most nodes in Ad hoc networks have few 
calculating ability because of their limited hard-
ware designs. And to compare each RREQ’s prior-
ity depended on its sender’s frequency of sending 
RREQ to decide the forwarding order is only effec-
tive when the traffic in the network is heavy. Each 
node must make record for every RREQ it receives 
and reserve space to calculate sending frequency 
for its neighbor nodes. Calculating frequency is a 
complicate process, which will burden mobile 
nodes in Ad Hoc networks. 

2) As to the data flooding attack, the FAP scheme 
employs passive defense. It works when the data 
flooding attack is happened and detected. If many 
attackers set up routes with many legal nodes and 
send large sums of useless data packages simulta-
neously, to implement this scheme will cost a lot, 
and easily leads to overwhelming consequences. 

3) If two or more attacking nodes cooperate in 
the network, and set up links to send massive use-
less data packages, they will cause data flooding in 
the Ad Hoc network. If both sender and receiver are 
illegal nodes, the RRER packets will never appear 
and the legal nodes cannot sense it and so Path 
Cutoff can not work. So such attacks cannot be de-
fended by the FAP scheme. 

4) Because of the limit of hardware, nodes in Ad 
Hoc networks have few storage spaces. Each node 
has AMTT record to distinguish attacks. If there are 
many nodes and each node needs to communicate 
with each other, the AMTT record should cost a lot 
of storage spaces. Although AMMT has a mecha-
nism to delete the AMTT record periodically to 
avoid broken links because that their nodes are re-
moved away or by other reasons. According AMTT 
rules, every link record will be deleted when the 
source node send RNAC back. If any intermediate 
node holds the RNAC or keeps increasing value 
maliciously, the routes information will be kept in 
node and the storage will be consumed. 

5) The AMTT can distinguish attacks according 
to the RREP packet sent back by the destination 
node. The midway nodes in the routing path will 
set Vald Indic value as 1 and identify the route as 
legal. It also collects RREQ received numbers from 
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all nodes in the networks. Each node computes the 
average RREQ received number of each source 
node as the RREQ threshold. If a node receives the 
RREQ number over the threshold and Vald Indic 
value is 0, the node sent RREQ packets will be 
treated as the attacker and packets forwarded by it 
will be refused. But in the Ad Hoc network, it is 
difficult to collect information from all nodes in the 
networks. And if the destination node cooperated 
with attack node also sends legal RREP packets 
back, the midway nodes can not differentiate this 
kind of RREP packets. And so the flooding attack 
can slip into the networks. 

IV. Our Scheme  

There are obvious factors of flooding attacks in 
Ad Hoc networks. First, the attackers broadcast 
mass RREQ packets ignoring the rule of 
RREQ_RATELIMIT. Second, the attackers select 
mass fake addresses which are not in this network. 
Third, attackers also send large and useless DATA 
packets to victim nodes by setting up legal routing 
paths in order to consume the resource of networks, 
especially the bandwidth.  

Our scheme cooperates with the Priority and 
Trust Value (PTV) and threshold of neighbor nodes 
to detect the flooding attacks. We use “HELLO” 
packets to collect the status of neighbor nodes in 
the Neighbor Nodes List Table (NNLT). Nodes also 
use the value of Hop Count in RREQ packets to 
identify the source node address in order to avoid 
nodes faking the address or the value of hop counts. 
So it is easy to inhibit flooding attacks at the first 
hop node and the whole networks can maintain 
well. 

A. Priority and Trust Value Scheme 

In the PTV scheme, each node establishes a PTV 
table to record the packets passing through itself 
and set the priority and trust value for each source 
node. The node can decide to forward packets or 
not by PTV. Priority and Trust value can be up-
graded or downgraded according to the received 
packets behaviors. When attacked nodes are dam-
aged or normal nodes are hacked, those neighbor 
nodes still can use the PTV scheme to reinstate 
transmission or inhibit the attacks. 

Table2. Format of RREQ PTV 

S IP 

Addr 

RREQ 

Num 

Time 

Stamp 

RREP 

Num 

PT 

Value 

S IP Addr: Source IP Address; 
RREQ Num: Received RREQ Numbers; 
Time Stamp: Time Stamp; the time when first 
RREQ packet be received; 
RREP Num: Received RREP Numbers; 
PT Value: Priority and Trust Value; 

The PTV of DATA packages record the status of 
DATA packages passing through. It also records the 
numbers of DATA packages which has the same 
source and destination addresses. Nodes can hold 
and queue DATA packages if the value of DATA 
Num is over the threshold, it will wait for the an-
swers from the destination node. If the node re-
ceives error messages, the value of PTV will be set 
as 0 and the connection is blocked, else it will be 
set as 1 and the transmission is continued.  

Table3. Format of DATA PTV 

S IP 

Addr 

D IP 

Addr 

DATA 

Num 

PT 

Value 

S IP Addr: Source IP Address; 
D IP Addr: Destination IP Address; 
DATA Num: DATA package Numbers; 

PT Value: Priority and Trust Value, 0 means 
this node is an attacker, 1 means this node is 
normal; 

B. Neighbor Node List Table (NNLT) 

The node broadcasts “Hello” packets to find 
neighbor nodes. When the node receives “Hello” 
packets from its neighbor node, it will record the 
source address. According to the data collecting 
from Hello packets, the node can recognize how 
many nodes around itself. 

Nodes also broadcast “Hello” packets periodi-
cally to check if its neighbors are still available. At 
the same time, the node records the neighbors IP 
address in the PTV table. And the nodes will delete 
the record when its neighbor nodes are dead (nodes 
removed away or do not answer the  HELLO 
packet).  

Nodes can also collect the same information 
when it receives RREQ packets. By this way, the 
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node can prevent the attacker from faking its ad-
dress to cheat and reducing the storage size of PTV.  

For example, there are three nodes (node x, y, z) 
around node k. When the nodes exchange “Hello” 
packets, the NNLT of node k will write node x, 
node y and node z addresses into the table. And so 
node k has three neighbor nodes in NNLT. NNLT 
also records those nodes LOD (Live or Dead) status. 
Node k can then delete PTV of nodes since LOD 
value is 1. 

Table4. Format of Neighbor Node List Table 

(NNLT) 

N IP 

Addr 

LOD PT 

Value 

N IP Addr: Neighbor node IP Address; 

LOD: Live or Dead; 0 as Live, 1 as Dead; 

PT Value: Priority and Trust Value from 
RREQ PTV; 

C. The definition of RREQ Threshold 

In the normal stage (without attacks), each node 
uses RREQ RATELIMIT to limit the frequency of 
broadcasting RREQ. If the sending frequency of 
RREQ is over this limit, the node will stop sending 
RREQ to neighbors. But at the attack scenario, the 
node will ignore the rate limits and SEND MASS 
RREQ to neighbors to exhaust all network resource. 
If the node has n neighbor nodes, and according to 
the definition of RFC 3561, the default sending 
frequency of RREQ packets for each node is 
RREQ_RATELIMIT, so the max RREQ packets 
from its neighbor nodes are n*RREQ_RATELIMIT. 
Because of this, we define the Max and Min RREQ 
Threshold for each node as (1)(2). 

Max Threshold = n*RREQ_RATELIMIT (1) 

Min Threshold = RREQ_RATELIMIT   (2) 

n are the numbers of neighbor nodes. 

RREQ_RATELIMIT is defined by RFC 3561 
and the default value is 10. [11] 

D. The definition of DATA packages Threshold 

We define the Max DATA package threshold 
according to the default MTU of 802.11 by [13]. 
We define DATA threshold for node as (3). 

    DATA Threshold = 
Bandwidth

n
MTU

      (3) 

Bandwidth is the bandwidth of 802.11x, like 
802.11b for 11Mbps. 

MTU is the default maximum transmission unit 
of 802.11x, and the value is 2272 bytes. 

n is the numbers of neighbor nodes. 

For example, if the Ad Hoc networks use 
802.11b for its connection bandwidth, and there are 
5 nodes beside it, we can get the DATA Threshold 
as 121 (11Mbps/2272bytes/5) for this node. 

E. The Level of Priority and Trust Value 

We define three levels of Priority and Trust Value. 
Level 0 is the lowest; it means that this node is 
trustless and is an attacker. Nodes neighboring this 
node should not forward any packets for it. Level 1 
is low; it means this node is not worthy to be 
trusted. Nodes neighboring this node should hold 
RREQ packets and forward these RREQ by the rule 
of RREQ_RATELIMIT. Level 2 is normal; it 
means this node is normal and trustable. Nodes 
neighboring this node will forward packets sent 
from it directly. 

F. The procedure of PTV scheme 

At the beginning of Ad Hoc networks, nodes 
exchange “Hello” packets and write the status of 
neighbor nodes into NNLT. But now the value of 
PTV is null. 

The node receives RREQ packets broadcast from 
the neighbor nodes. The node will compare the 
source address at RREQ with NNLT. If the source 
node address is already in NNLT, the node will 
process the next procedure or drop RREQ packet if 
the source node address is fake. 

The node will write the status of received RREQ 
packets into PTV when its source node address is in 
NNLT. But if the source node status is already in 
PTV, the node will forward or drop it according to 
the value of Priority and Trust Value. The first re-
cord of the source node in PTV is set as 2 (normal). 

If the received frequency of RREQ is over the 
Max Threshold, the node will drop all RREQ pack-
ets, and block this connection. The Priority and 
Trust Value of this source node will be set as 0 
(lowest). 
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If the received frequency of RREQ is over Min 
Threshold but not over Max Threshold, the node 
will forward RREQ packets and wait for any RREP 
packets sending back in two of Round Trip Time 
(RRT). If no RREP is sent back, the node will 
downgrade Priority and Trust Value as 1(low), or 
maintain the original value. If after another two of 
RRT, there are still no RREP sending back, the 
node will downgrade Priority and Trust Value as 
0(lowest) and block this connection with this 
source node, else it will keep PTV as 1. 

If the received frequency of RREQ is not over 
the Min Threshold, the node will set the Priority 
and Trust Value as 2(normal) and forward RREQ 
packets directly. All the nodes will run this proce-
dure to inhibit RREQ flooding attacks. 

When the source and destination node set routing 
path legally, the first node of this routing path will 
create PTV for DATA packages. The node will 
write the source and destination addresses into 
DATA PTV when it receives RREP packets. After 
the source node starting sending DATA packages, 
the node will check PTV of this source and destina-
tion. If the value of PTV is null, then the node will 
set this value as 1 firstly and forward DATA pack-
ages.  

If in periodically time such as 1 second, the re-
ceived frequency of DATA packages coming from 
the same source address is over the DATA Thresh-
old, the node will hold this connection and wait. If 
the node receives any RRER packets for this source 
address, then the node will set PTV as 0, else it will 
queue and forward DATA packages obeying the 
DATA Threshold by FIFO. It does not mean that no 
DATA flooding attack occurs if no RRER packets 
are sent back. This kind of situation could happen 
when the source and destination nodes are cooper-
ated or any midway nodes keep the RRER packets. 
In order to avoid the DATA flooding attacks from 
occurring, the nodes control the DATA packages 
forwarding rate for situation that the node does not 
receive any RRER packets but the received DATA 
packages numbers is over DATA Threshold.  

The node can reduce the mass DATA packets 
flooding into the network and stop the DATA 
flooding attacks in advance. By this mechanism, 

the node can detect and inhibit DATA flooding at-
tacks. 

V. Analysis 

Our PTV scheme uses NNLT and PTV for nodes 
in Ad Hoc networks to detect and inhibit the flood-
ing attack. The nodes which are hacked or infected 
by the hacker or virus can work after being repaired 
through the upgrade and downgrade function. The 
NNLT, RREQ PTV and DATA PTV of nodes only 
record the status of its neighbor nodes. Our scheme 
is better than FAP because PTV scheme do not 
need to calculate the sending frequency of nodes 
and set the priority of node according the inverse 
proportion to this frequency. So it costs a few stor-
age spaces and calculation processes, and it inhibits 
flooding attack rapidly. Another way, our PTV 
scheme do not like AMMT needs to wait the RREP 
sent back to ensure the attack behavior or not. The 
attacks are detected and stopped immediately, and 
so that the whole network works as if no attacks 
occurred. 

The figure and table can be displayed in the 
article or attach in the end of reference. The figure 
and table should be closed to the mention position 
if they are shown in the article. A large figure and 
table can cross two columns. The caption of figure 
and table should be described in the bottom and top 
of themselves respectively. 

VI. Conclusion 

In this paper, the PTV scheme is proposed to in-
hibit flooding attacks on the responsive routing. 
This scheme is simple and can defend flooding at-
tacks at very little cost. Compared with the FAP 
and AMTT scheme, this scheme needs little calcu-
lation and is more suitable to be used in LANs in 
which the traffic of each node is almost equal. Es-
pecially, the PTV scheme stops the attack at the 
first node neighboring the attacker and do not 
change any protocol structure. 

This paper only considers how neighbor nodes 
detect the misbehaviors of attackers by using PTV. 
Based on this, we will do research in the future to 
exchange PTV for nodes in Ad Hoc networks. So 
all nodes can prevent the attack at the beginning by 
virtue of the exchange of PTV. 
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