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Abstract—In this paper, we study the 3-D human pos-
ture tracking problem for computer-aided Tai-Chi Chuan
motion learning. A model-based human motion tracking
method is proposed which uses a monocular visual sensor
and multiple accelerometers attached to different body
parts of a subject. In order to track human postures
robustly, a generic complete and parametrically continu-
ous (CPC) kinematic model is constructed. Twelve CPC
parameters are adapted according to the lengths of the
upper limbs and the joint positions of the shoulders and
the thighs so that the generic CPC model can be used
to track different subjects. Equations for predicting the
acceleration measurements are derived using the kinematic
model. A method for assessing the difference between the
measured and the predicted silhouette images is provided.
The particle filter is adopt to track human posture from
torso toward the ends of the limbs. Real experiments
have been conducted to test the proposed method with
various human motions including five simple actions and
a fundamental Tai-Chi Chuan actions (i.e., “ward off”,
“roll back”, “press”, and “push”). The results show that
the proposed method is very promising.

Index Terms—Human Motion Tracking, Accelerometer,
Particle Filter.

I. INTRODUCTION

Tracking human motion has been an important
topic in computer vision because many practical
applications can benefit from the human motion
information. In particular, tracking human motion
is an integral part to developing a computer-aided
learning system for sports. In this work, we will
study the motion tracking problem of computer-
aided learning for Tai-Chi Chuan. Tai-Chi is a popu-
lar exercise which is good for health and is suitable
for people of all ages including postoperative and/or
asthma patients. Although learning Tai-Chi looks
easy, every Tai-Chi action is composed of complex
movements and it might take decades to get familiar
with the whole action. Beginners often need an

experienced coach to assist learning. Chua et al. de-
veloped an immersion Tai-Chi learning environment
[1] in their MasterMotion project using a motion-
capture (mocap) device. The mocap data of the
student and the Tai-Chi teacher are compared and
the student error is displayed in their virtual reality
(VR) system. Through this visual feedback, the stu-
dent can correct their Tai-Chi motion accordingly.
However, the cost of the mocap device and the VR
environment is too high to popularize their learning
system, not to mention that users have to wear a
head-mounted display and a bodysuit with dozens
of optical tracking balls. Therefore, a computer-
aided Tai-Chi learning system is demanding a less-
restrictive, low cost and efficient motion tracking
method. The purpose of human motion tracking is
to use different kinds of sensors, such as inertial
sensors, cameras, magnetics and ultrasound systems
[2–4], to estimate the orientations and positions
of human body parts. In recent years, the vision-
based motion capture has become a popular research
topic. A visual sensor can provide shape, color, and
location information for posture tracking. However,
cluttered background, variation of the subject body
shape, different clothing, and self-occlusion will all
make visual tracking of the human posture a very
challenging problem. Additionally, the high degrees
of freedom (DOFs) of a human body constitute a
high dimensional state space which makes searching
the optimal state a very time-consuming problem.
In a computer-aided learning system, the cluttered
background problem can be alleviated by training a
background model. Moreover, the clothing can be
designed to improve the tracking accuracy. While
the self-occlusion problem can be alleviated by
using multiple cameras [5–10], the cost of setting
up a multiple camera network is proportional to



the number of cameras used. Therefore, to reduce
the number of cameras in human motion tracking,
cost-effective accelerometers have been used to pro-
vide supplemental information to track the human
posture [11–16]. Accelerometers not only can mea-
sure the dynamics of a moving body but also can
provide partial body orientation information from
the acceleration of gravity. As to the high DOFs
problem, a common solution [17] is to divide the
posture tracking problem into many sub-problems
of tracking different body parts. Since the DOFs of
each body part is much less than that of the whole
body, the computation complexity of the posture
tracking problem can be dramatically reduced. Fur-
thermore, measurements from the inertial sensors
are useful to reduce the search space of each body
part. Estimation of the human posture is usually
accomplished using the particle filtering technique
[18] because of its effectiveness in handling nonlin-
earity and multiple hypotheses.

In this work, a human posture tracking method is
proposed which uses a single camera and multiple
accelerometers attached to different body parts of a
subject. Notably, it is difficult to track human mo-
tions using a monocular camera because of occlu-
sion and the lack of depth information. To simplify
the 3-D posture tracking problem in a monocular
video sequence, a model-based tracking approach
is adopted. A generic complete and parametrically
continuous (CPC) kinematic model [19] of a human
body is created. To fit the generic CPC model to
different subjects, 12 CPC parameters are adapted
according to the lengthes of the upper limbs and the
joint positions of the shoulders and the thighs. The
12 parameters, 20 joint angles, and the six motion
parameters of the torso have to be estimated in the
tracking process. The particle filter technique is used
to track the body parts in a top-down sequence from
the torso toward the ends of the limbs.

The remainder of this paper is organized as
follows. Section II describes the related work. Sec-
tion III introduces the sensors adopted in this work,
the CPC kinematic model of the human body,
and the proposed top-down method for 3D human
posture tracking. Section IV shows the experimental
results of the proposed method. Conclusions and
future work are described in Section V.

II. RELATED WORK

Thanks to the advances of the micro electro-
mechanical system (MEMS) techniques, miniature
inertial sensors, such as rate-gyros and accelerom-
eters, are gaining popular in different applications.
They also have been adopted in studying human mo-
tions. A rate-gyro/accelerometer is usually attached
to an object to estimate its orientation/inclination
from the angular velocity/acceleration measure-
ments. Existing methods of motion analysis using
inertial sensors can be classified into the following
three categories according to their applications.

1) Human-computer interaction: The accelerom-
eters have been adopted in many devices, such
as game consoles and cellular phones, to as-
sist human-computer interaction. The inertial-
sensor-based interface can be made very so-
phisticated. For example, Liu et al. [11] im-
plemented a wearable sensor system consist-
ing of two-axis accelerometers and rate-gyros
to control a humanoid robot.

2) Motion analysis without posture reconstruc-
tion: Junker et al. [14] developed a gesture
spotting system with body-worn inertial sen-
sors to detect user activities and exploited
the recognition capabilities of HMM mod-
els to classify the gestures. Ward et al. de-
scribed an activity recognition method using
two sensor modules attached on the wrist
and the upper arm, respectively [16]. Their
sensor module consists of a microphone and
an accelerometer. Each activity is character-
ized by a hand motion and an accompanying
sound. For instance, hammering is portrayed
by the rise and fall of the arm, accompanied
on impact by a loud bang. Also, the use-
fulness of inertial sensors have been proved
in computer-aided learning system for sports
and/or musical instruments. Chi et al. [20]
used piezoelectric force sensors to support the
judges in scoring valid attacks in taekwondo
competition sparring. Takahata et al. [21] also
applied accelerometers to karate training. The
accelerometer data assists a coach to assess
the difference between a beginner and an
expert by measuring the rhythm of motion.
Fong et al. [13] develop an acceleration-based



wireless upper limb motion sensing system for
recording the hand motion of a running sub-
ject in a sports science application. Kunze et
al. use body-worn gyroscopes and accelerom-
eters to analyze the smoothness of Tai-Chi
Chuan movements [22]. They proposed to
assess the energy consumption of a Tai-Chi
practicer using the energy of the measured
inertial signals. Since a Tai-Chi expert usually
consumes less energy than a beginner when
playing the same Tai-Chi action, their system
was trained to classify the grade of a Tai-
Chi practicer using the estimated energy con-
sumption. Spelmezan and Borchers [23] pro-
posed a wireless computer-aided system for
real-time snowboard training. The proposed
system consists of two Bluetooth Shake SK6
inertial sensor packs, two bend sensors, and
force-sensitive resistors. The sensors are used
to detect common mistakes of beginner snow-
boarders, such as insufficient knee bending,
incorrect weight distribution, and incorrect
rotation of the upper body, and are fed back
to the snowboarders immediately. Kwon and
Gross [24] proposed a martial art training sys-
tem using a visual sensor and a wrist-mounted
wireless accelerometer. Their system monitors
and evaluates the motion of a trainee’s single
arm and then generates a visual feedback for
gesture training. Schoonderwaldt et al. [25]
develop a cost-effective method combining a
two-axis accelerometer and a video camera
for estimating the bow velocity in violin play-
ing.

3) Motion analysis with posture reconstruction:
Luinge and Veltink described a preliminary
study of using the Kalman filter technique
to estimate the inclination of a human torso
by considering the dynamics of the torso
[12]. Mayagoitia et al. [26] developed an
optical motion analysis system combining ac-
celerometers and rate-gyros to estimate the
joint angles, velocities and accelerations of
lower limbs in the sagittal plane. The accuracy
of the proposed method is verified using a
mocap system. Zhu and Zhou [15] propose
a real time tracking method using sensor
modules to track human motion. Each sensor

module consists of a tri-axis accelerometer,
a tri-axis rate-gyro and a tri-axis magnetic
sensor. Fifteen sensor modules are attached
to different body parts (12 modules for the
four limbs and three modules for the torso).
Since the magnetic sensors can provide the
position and orientation measurements, the
body posture can be readily estimated using a
linear Kalman filter.

Among the aforementioned methods, the one
proposed by Zhu and Zhuo [15] is the most similar
to ours in terms of using multiple body sensors
to track the whole body posture. However, metals
in the environment may distort the measurements
of a magnetic sensor. Also, the orientation angle
obtained by integrating a rate-gyro signal tend to
drift over time. Using magnetic sensors and rate-
gyros will not only increase the system cost but
also introduce more uncontrollable distortions and
measurement biases. Therefore, in our system, only
tri-axis accelerometers are included as the body sen-
sors. Additionally, a monocular visual sensor is used
to provide supplemental information for estimating
the whole body posture. The measurements from
both the visual sensor and the body sensors are
provided to particle filters for estimating the human
motion parameters. Fig. 1 shows an overview of our
method, which will be described in depth in the
following sections.

Human motion

Monocular image

Accelerometer
signals

Silhouettes

Particle filter

Previous pose

constraints
Dynamic

Fig. 1. Overview of the proposed method.

III. HUMAN MOTION TRACKING

A. Body Sensors Schematic
In this work, nine tri-axis MEMS accelerometers

are attached to nine body parts, which are denoted
by torso, left upper arm (LUA), right upper arm



(RUA), left forearm (LFA), right forearm (RFA),
left thigh (LT), right thigh (RT), left shank (LS), and
right shank (RS), respectively, as shown in Fig. 2.
At present, the body sensor network are connected
by cables to a microprocessor with a star-graph
topology. The acceleration signals are digitized with
a 12-bit resolution. The microprocessor transmits 30
samples per second to the host computer, where
each sample is a 27-D vector. The body sensor
signals are interpolated and then are re-sampled
such that the body sensor signals are synchronized
with the video.

 Torso

LUA

LFARFA

LT

LS

RT

RS

RUA

(a) (b)
Fig. 2. (a) Body sensor placement. (b) A generic human body model.

B. The Kinematic Model of the Human Body
The generic human body model used in this work

consists of a head sphere, eight limb cylinders, and
a torso cuboid, as shown in Fig. 2(b). Since human
body is an articulated object, each body part has a
pivot listed in Table I.

TABLE I
PIVOTS OF THE BODY PARTS

Body Part Pivot Position
Torso 5th lumbar vertebrae [27]
LUA Left Shoulder
RUA Right Shoulder
LFA Left Elbow
RFA Right Elbow
LT Left Hip
RT Right Thigh
LS Left Knee
RS Right Knee

The relationships among the joint angles and
the pose of each body part can be described by
a kinematic model. In order to formulate the co-
ordinate systems of the body sensors, we need a

complete (i.e. a 6-DOFs) kinematic model. There-
fore, the complete and parametrically continuous
(CPC) kinematic model [19, 28] is adopted. Let
iTi+1 denote the coordinate transformation matrix
from the coordinate system of the (i+ 1)st joint to
that of the ith joint. The transformation matrix is
given by

iTi+1 =
i Ti′

i′Ti+1, (1)

where
iTi′ = Qi = Rotz(qi), (2)

i′Ti+1 = Vi, (3)

Rotz(θ) =


cos θ − sin θ 0 0
sin θ cos θ 0 0
0 0 1 0
0 0 0 1

 , (4)

Trans
([

x y z
]t)

=


1 0 0 x
0 1 0 y
0 0 1 z
0 0 0 1

 , (5)

qi = si q
′
i, (6)

si ∈ {−1,+1} is a sign parameters, q′i is the ith
joint value,

Vi = Rotz (βi) RiTrans(
[
li,x li,y li,z

]t
),

(7)
and

Ri =


1− b2i,x

1+bi,z

−bi,xbi,y
1+bi,z

bi,x 0
−bi,xbi,y
1+bi,z

1− b2i,y
1+bi,z

bi,y 0

−bi,x −bi,y bi,z 0
0 0 0 1

 . (8)

The rotation angle βi and the translation parameter
li,z can be set to zero when a 4-DOF kinematic
model is required [28]. Otherwise, they can also
be treated as free parameters to offer a 6-DOF
kinematic model.

According to [27], human joints have different
DOFs, and every limb has different dynamic range
and constraints. The DOFs and the terms of the
movements of each body parts are listed in Table II.
Joints having more than one DOFs are formulated as
multiple revolute joints whose rotation axes have a
common intersection point in the CPC model. If the
pivot position between the ith joint and the (i+1)st



joint are coincided, the translation vector in equation
(7) can be set to zero.

Figure 3 shows the kinematic chain of an upper
limb, where {W} denotes the world coordinate
system and and {base} is the base (i.e., the torso)
coordinate system. The shoulder and the elbow are
formulated as three (Q1, Q2, and Q3) and two (Q4,
and Q5) revolute joints, respectively. The coordinate
systems of the accelerometers attached to the upper
arm and the forearm are defined with two extra
6-DOF transformation matrices Vacc1 and Vacc2,
respectively. Therefore, the coordinate transforma-
tion matrix from the accelerometers to the world
coordinate system are respectively given by

WTacc1 =
WT0V0Q1V1Q2V2Q3Vacc1, (9)

and

WTacc1 =
WT0V0Q1V1Q2V2Q3V3Q4V4Q5Vacc2.

(10)
To use the CPC kinematic model in video tracking,
it is assumed that the monocular camera is cali-
brated such that its intrinsic parameters and its posi-
tion and orientation with respect to {W} are known.
In order to fit the generic CPC model to different
subjects, three translation parameters, i.e., l0,x, l0,y,
and l3,z, are treated as unknowns to be estimated
in the posture reconstruction process. Notably, l0,x
and l0,y determine the position of the shoulder joint
while l3,z determines the length of the upper arm.
The kinematic chain of a lower limb is defined in a
similar way and, thus, the kinematic chains of the
four limbs share the same world coordinate system
and the same base coordinate system. Each limb
has five joint angles and three translation parameters
to be estimated. Additionally, the torso has six
DOFs to be determined. Therefore, at each time
instance t, the human posture estimation problem
has 38-D unknown vector denoted as xt to be
estimated. Since searching an optimal solution in
the 38-D space is intractable, we will assume that a
reliable initial solution x0 is known and the posture
reconstruction problem reduces to a state tracking
problem which will be detailed in the next section.

C. Human Posture Tracking

The human posture tracking problem is an ill-
posed problem which possesses high nonlinearity in

TABLE II
TERMS OF MOVEMENTS

Body part DOFs Terms of movements

LUA/RUA
Abduction/Adduction

3 Extension/Flextion
Lateral rotation/Medial rotation

LFA/RFA 2 Extension/Flexion
Supination/Pronation

LT/RT
Abduction/Adduction

3 Extension/Flexion
Lateral rotation/Medial rotation

LS/RS 2 Extension/Flexion
Circumduction

both measurement functions and the state transition
function and it also has multiple local optima. To
handle the nonlinearity and the local optima, the
particle filtering technique is adopted in this work.
The particle filtering is capable of modeling non-
linear and multi-modal posterior distributions. The
update of the posterior probability distribution of the
state vector is governed by the following Chapman-
Komogorov equation.

p(xt|zt) ∝ p(zt|xt)

∫
p(xt|xt−1)p(xt−1|zt−1)dxt−1,

(11)
where zt is the measurement vector consisting of the
silhouette image s of the subject and the tri-axis ac-
celeration measurements of the nine accelerometers
ai ∈ R3, i = 1, 2, ..., 9. For simplicity, we assume
that the measurements are mutually independent.
Therefore, the likelihood function p(zt|xt) can be
formulated as follows.

p(zt|xt) = p(s|xt)
9∏

i=1

p(ai|xt), (12)

Assume that the measurement noises of the ac-
celerometers are Gaussain, the likelihood of the
accelerations is given by

p(ai|x) ∝ exp−‖aM − ai‖2
2σ2

a

, (13)

where aM = g+ab is composed of the acceleration
of gravity g and the acceleration of body part
motion ab. Both the two acceleration sources can be
computed using the kinematic model. Returning to
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Fig. 3. The kinematic chain of an upper limb.

the kinematic chain example of Fig. 3, the accelera-
tion of accelerometer acc1 due to body part motion
can be computed using the second order derivative
of the sensor position.

acc1ab =
WT

−1
acc1

d2
(
WTacc1e0

)
dt2

, (14)

where e0 = [0 0 0 1]>. The acceleration of the
gravity measured by acc1 can also be computed as
follows.

acc1g = −WT
−1
acc1 [0 0 9.8 0]> , (15)

where it is assumed that the acceleration of the
gravity is in the opposite direction of the z-axis of
{W}.

The likelihood function of the silhouette image
can also be evaluated using the kinematic model.
Let sM denote the predicted silhouette of a body part
computed by using the kinematic equations and the
camera parameters. The likelihood of s is defined
as follows.

p(s|xt) ∝ exp−|(s⊗ sM) · sM |2 / |sM |2
2σ2

s

, (16)

where |·| denotes the number of non-zero pixels,
and ’⊗’ and ’·’ are the logical XOR and the logical
AND operations, respectively. The numerator of the
exponent of (16) measures the normalized difference
between the silhouettes of the measured and the
predicted.

The particle filtering procedure are outlined in the
following three steps.

Step 1. Particles Sampling
The discrete time propagation of
the state density is derived from∫
p(xt|xt−1) · p(xt−1|zt−1)dxt−1. New

particles, {xi
t, i = 1, 2, ..., N}, are sampled

from previous weighted particles with the
specified transition function.

Step 2. Measurement and Particles Weighting
The weight of particle i, denoted as πi

t, is
assigned as follows.

πi
t = k · p(zt|xt = xi

t), (17)

where k is a normalization constant such
that

∑
i π

i
t = 1. The likelihood function

p(zt|xt = xi
t) is defined in equation (12).

Step 3. State Estimating
Each body part state xt at each time step
t can then be estimated by

xt = xi∗

t , (18)

where i∗ = argmaxi(π
i
t).

The body parts are tracked from the torso toward
the end of the limbs.

IV. EXPERIMENTAL RESULTS

The camera used in the experiment is Logictech
QuickcamPro which is calibrated using the method
proposed in [29]. The accelerometers adopted in
this work is Hitachi H34C. The video sequences
used in the experiments are acquired at 10 frames
per second with a resolution of 320 by 240 pixels.
The accelerometer data is acquired synchronously.



Silhouettes of the target subject are segmented using
a pre-trained background model.

In the first experiment, we tested the propose
method using simple actions such as hands on the
hips, checking watch, circling, hands fold across
the chest, and extension. The posture reconstruction
results are shown in Fig. 4, where the wire-frame
of the recovered human posture are overlayed on
the input image. The results shows that our method
successfully tracks the human posture in simple
video sequences.

(a) Hands on the hips.

(b) Checking watch.

(c) Circling.

(d) Hands fold across the chest.

(e) Extension.
Fig. 4. Tracking results for simple actions.

In the second experiment, the proposed method is
applied to track a fundamental Tai-Chi action which
is termed “ward off”, “roll back”, “press”, and
“push” (i.e., 掤、捋、擠、按 ). Although this Tai-Chi
action possesses high order self-occlusion, the track-
ing results shown in Fig. 5 are satisfactory. In order
to show the importance of using the accelerometers,
we also track this Tai-Chi action without using any
inertial sensors for comparison. As shown in Fig. 6,
the tracking results degraded severely because the
monocular silhouette sequences is ambiguous to

recover the 3-D human posture. The results demon-
strate that inertial sensors can improve 3-D tracking
results.

Fig. 5. Tracking results of “ward off”, “roll back”, “press”, and
“push”

Fig. 6. The observed image, segmented silhouette, tracking result
with the proposed method, and tracking result without using inertial
sensors are shown from left to right.

V. CONCLUSIONS AND FUTURE WORKS

In this work, a human posture tracking method
is proposed which uses a monocular camera and
multiple accelerometers attached to different body
parts of a subject. To simplify the 3-D posture
tracking problem in a monocular video sequence,
a generic CPC kinematic model [19] of the human
body is created. Twelve CPC parameters are adapted
according to the lengths of the upper limbs and the
joint positions of the shoulders and the thighs so that
the generic CPC model can be used to track different
subjects. The particle filter technique is used to track
the body parts in a top-down sequence from the
torso toward the ends of the limbs. The proposed
system is cost-effective which can be used to track
human motion for assisting the learning of Tai-
Chi actions. Real experiments have been conducted,



and the results show that the performance of the
proposed method is satisfactory.

Future work will focus on constructing a more
complete kinematic model to describe the param-
eters of body parts and incorporating informa-
tion provided by other sensors, such as rate-gyros,
to construct a more reliable likelihood function.
We will also impose some human anthropometric
constraints to avoid generating impossible human
postures. Furthermore, it is desired to carry out
quantitative evaluation of our method.
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