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Abstract

In this paper, we make an extensive comparison of
three classifiers, naive Bayes(NB) probabilistic clas-
sifier, Rocchio linear classifier and k-Nearest Neigh-
bor(kNN) classifier for Chinese text classification. Our
goal is to compare their performance when they are
integrated with term selection, term clustering and in-
stance selection methods. Our experiment use one year
CNA news articles to extract meaningful terms, one
month news articles as training data, and 3-day news
articles as testing data. When the dimension of term
space is high, about 90, 000, the Rocchio linear classifier
achieves the best average accuracy, 79.35%. The obser-
vation is different from previous research that Rocchio
have relatively poor performance. When the dimension
is reduced to 3,600 by a combination of term selection
and term clustering, kNN achieves the best average ac-
curacy, 80.24%. We further use Generalized Instance
Set(GIS) algorithm{13] to reduce the size of training
data and hence speed up on-line classification of kINN.
Experiment shows that the application of GIS can re-
duce the number of training data from 6,254 to 1,195,
while improving the accuracy of kNN from 80.24% to
81.12%. The last accuracy achieved by previous related
research is about 78%.

Keywords: Text Categorization, Term Selection,
Term Clustering, naive Bayes, Rocchio, k-Nearest
Neighbor.

1 Introduction

Text classification is the problem of automatically as-
signing predefined categories to free text documents,
and is gaining more and more importance as the
amount of text data available on World Wide Web
grows dramatically. There are many studies [5, 22, 14,
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15, 27, 8, 23, 24, 2, 13] of text classification for English
texts but there are only a few studies for Chinese text
classification until recently(3, 26, 9, 20, 19].

In this paper, we make an extensive comparison of
three classifiers, naive Bayes(NB) probabilistic clas-
sifier, Rocchio linear classifier and k-Nearest Neigh-
bor(kNN) classifier for Chinese text classification. Our
goal is to compare their performance when they are
integrated with term selection, term clustering and in-
stance selection methods. Our experiment uses one year
CNA news which consists of 73,420 articles to extract
meaningful terms, one month news which consists of
6,254 articles as training data, and 3-day news which
consists of 339 articles as testing data. Our experiment
first build a SB-tree to extract significant terms, then
use x? statistic method to select a set of most repre-
sentative terms, and finally use distributional cluster-
ing to cluster the selected terms into groups. Note that
term selection as well as term clustering has been pro-
posed to reduce the huge number of possible n-grams in
Chinese to an practical level so that automatic classi-
fication is computationally practical. The combination
of x? statistic method and distributional clustering has
been shown to work well in previous research(20, 19].

Let MicroAccuracy be the total average of classifica-
tion accuracy and MacroAccuracy be the average clas-
sification accuracy of classes. When the dimension of
term space is high, about 90,000, the Rocchio linear
classifier achieves the best MicroAccuracy, 79.35% as
well as MacroAccuracy, 79.04%. The observation is dif-
ferent from previous research{23] that Rocchio have rel-
atively poor performance. When the dimension of term
space is less than or equal to 60,000, kNN achieves the
best MicroAccuracy, but the corresponding MacroAc-
curacy is relatively low. It implies that kNN prefers the
large classes than the small ones. When the dimension
is reduced from 90,000 to 3,600 by a combination of



term selection and term clustering, kNN achieves the
best MicroAccuracy, 80.24%, and the MacroAccuracy
are also improved from 68.94% to 73.73%. We fur-
ther use Generalized Instance Set(GIS) algorithm(13]
to reduce the size of training data and hence speed up
on-line classification of kNN. Experiment shows that
the application of GIS can reduce the number of train-
ing data from 6,254 to 1, 195, while improving the Mi-
croAccuracy of kNN from 80.24% to 81.12%. Overall
" naive Bayes has the poorest performance.

The remainder of this paper is organized as follows.
Section 2 describes the process to extract significant
patterns. Section 3 reviews term selection method,
x” statistic. Section 4 reviews term clustering algo-
rithm, distributional clustering. Section 5 introduces
three classifiers, Rocchio algorithm, naive Bayes(NB)
classifier, k-Nearest Neighbor(kNN) classifier. Section
6 reviews the Generalized Instance Set(GIS) algorithm.
Section 7 gives our experimental results. Section 8 gives
conclusion. ’

2 Term Extraction

There are several research[21, 4, 16] on the extrac-
tion of meaningful terms from Chinese texts. In [21]
Tseng proposed a multi-linear term-phrasing technique
in which adjacent character sequences are merged pair-
wisely to form longer character sequences if they satisfy
the criteria of the merging rules. This approach is sim-
ple but can not run incrementally when new news are
added. In [4] Chien proposed PAT-tree method to ex-
tract keyword. PAT-tree is an incremental method but
does not handle the I/O problem when the amount of
memory is not large enough to store the whole tree. In
this paper, we propose an approach based on SB-trees
[6] which use BT tree to store all the suffix strings[7] of
the training documents. Note that SB-tree can grow
incrementally, is I/O efficient and is scalable to store
large amount of data.

We construct two SB-trees to locate the left and
right boundary of terms respectively, and compute the
statistics information of extracted term by scanning
the leaves of SB-tree. We use SB-trees [6, 20] to store
all suffix strings [7] of every sentences in the training
corpus, and then search for all the repeated strings
which appear more than once. To eliminate redun-
dant strings, we gather only the repeated patterns that
have, at least, two different kinds of successor Chinese
characters. For example, in Figure 1, there are partial
sorted suffix strings listed in the SB-tree. The ” & 4",
PiEs T E” and " E 4% T ¥ B 4& Pare considered
as candidate patierns. Notice that the " {2 4% T £ 57,
TSI ERAT and ? {E 4 T E B 7 are not con-

sidered as candidate patterns because they have only
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Figure 2: Reverse SB-tree

one successor Chinese character " #7”,” #+” and " &”
respectively. This process determines the right bound-
ary of terms.

To determine the left boundary of terms, we con-
struct another SB-tree, called Reverse-SB-tree, with all
suffix strings that come from each reversed sentences in
the training corpus. For example, in Figure 2, there are
candidate repeated patterns ” & # 7, KA H E L
and 7 B A AT E T 4147, Similarly, the " & 747",
"B HTHE” and ” AT H ¥ " are not considered as
candidate patterns because they have only one suc-
cessor Chinese character " #”,” £” and ” =7 respec-
tively. This process determines the left boundary of
terms. Terms identified in above process form an ini-
tial set of terms which are used for term selection.

3 Term Selection

After extracting terms from the training corpus as de-
scribed in section 2, we apply term selection algorithms
to select the most representative terms for each class.
All terms are given scores by the term selection method,
and are chosen according to the scores. In this paper,
we use y? statistic[25, 20, 19] as term selection method.
The following reviews y? statistic method.

For a term ¢ and a class c, let A denote the number of
times ¢ and ¢ co-occur, B is the number of times ¢t occurs



without ¢, C' is the number of times ¢ occurs without
t, and N is the total number of documents. The y?
statistic measures the lack of independence between ¢
and ¢, and can be compared to the y? distribution with
one degree of freedom to judge extremeness. The y*
statistic measure is defined in [12] as follows.

N x (AD — CB)?
(A+C) =< (B+D) % (A+ B) x

it,c) = CTD)

4 Distributional Clustering

One of the practical problems(2, 20, 19] in term selec-
tion is that a document may contain very few or even
non of the selected terms(n-grams) if only a small num-
ber of significant terms are selected. However, a large
number of selected terms will make automatic clas-
sification computationally impractical. To overcome
the problems, we combine term(feature) selection with
term clustering. In this paper we use distributional
clustering [2] to cluster correlated terms. We modify
the selection of initial seeds to have equal number of
selected terms from each class to avoid a biased esti-
mate of term probability distribution. The following
reviews the distributional clustering used in this paper.

Conmder, for example, the random variable over
classes, C, and its distribution given a particular term,
t;. Let this distribution be P(Cl¢;). When term ¢;
and t; are clustered together, the new distribution is
the weighted average of the individual distributions de-
scribed as following.

P(Clt: v t;) P—(t;—f%mp(cm)
v 5 _p(cyry)

P(t:) + P(t;)
The measure of the difference between two probability
distributions adapted by {2] is Kullback-Leibler diver-
gence, which is an information-theoretic measure. The
KL divergence between the class distributions induced
by t; and t; is written D(P(C|t;)||P(C|t;)), and is de-
fined as follows.
1<l

~ZP (Crlt:) !

To avoid the odd properties of KL divergence, such as it
is not symmetric, and it is infinite when an event with
non-zero probability in the first distribution has zero
probability in the second distribution, they modify the
above formula as average KL divergence.

P(ti)
P(t; Vi)

Pt;)
P (t; Vi j)

P(Cr|t:)
P(Cklt)

D(P(Clt)l|P(Clt: V15))
+ D(P(CRHIP(CIE: V1))
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Instead of comparing the similarity of all possible pairs
terms (O(n?) operation), Baker create clusters using
a simple, greedy agglomerative approach that consider
all pairs of a much smaller subset, of size ¢, where ¢ is
the final number of clusters desired. The clusters are
initialized with ¢ terms that have highest score, using
information gain(IG) in [2]. The most similar two clus-
ters are joined, the next term is added as a singleton
cluster to bring the total number of clusters back up to
c¢. Notice that the c terms as initial cluster may prefer
some classes such that result in a biased estimate of
term probability distribution to begin with. To avoid a
biased estimate of term probability distribution to be-
gin with, we have equal number of selected terms from
each class as initial seeds of clusters. In this paper,
the value of ¢ tried for distributional clustering are 120,
240, 360, 600, 1200, 2400, 3600, 4800.

5 Classifiers

There are several studies(3, 26, 9, 20, 19] about Chi-
nese text classification. In [3, 26, 9], they use the
weight matrix approach to classify news in vector space
model, but their keywords extraction method is not
scalable. In [20, 19], they use a scalable approach, SB-
tree [6], to extract keywords and classify news using
naive Bayes(NB) classifer in probabilistic model. How-
ever, in [24], they claims that the performance of the
NB is worse than the other classifiers, such as k-Nearest
Neighbor(kNN). In this paper, we make an extensive
comparison of three classifiers, the NB, the Rocchio
[15] and the kNN. Our goal is to compare their per-
formance when they are integrated with term selection
and term clustering. To speed up on-line classification
of the kNN, we use Generalized Instance Set(GIS) {13]
algorithm to reduce the size of training data and to re-
fine the original training data. The following reviews
the classifiers evaluated in this paper.

5.1 naive Bayes(INB) Classifier

The naive Bayes classifier[26, 25, 20, 19] is one highly
practical learning method and is based on the simpli-
fying assumption that the probabilities of terms occur-
rences are conditionally independent of each other given
the class value [17], though this is often not the case.
The naive Bayes approach classifys a request document
X to the most probable class, Cyp defined below.

CNB = argmazckEcP(C’HX)
By Bayes’ theorem (10], the P(C|X) can be repre-
sented as
P(X|Cy)P(Ch)

PO = = Fx1eI Py




Where P(Cy) = |Ck|/2¢,cc |Cil is the probability of
the class O, and |C}| is the number of training docu-
ments in class Cy,.

To estimate P{X|C}) is difficult since it is impos-
sible to collect a sufficiently large number of train-
ing examples to estimate this probability without prior
knowledge or further assumptions. However, the esti-
mation become possible due to the assumption that a
word’s(term) occurrence is dependent on the class the
document comes from, but that it occurs independently
of the other words(terms) in the document. Therefore,
the P(X|C}) can be written as follows [11]:

IX|
P(X|Cy) = [ Pt1Ch)

=1

where | X| is the number of words (terms) in document
X, and P(t;iCy) is the conditional probability of ¢;
given Class Cx. Given the term T = (t1,1t2,...,,) that
describe the document X, the estimation of P(X|Cy) is
reduce to estimating each P(¢;|Cy) independently. No-
tice above equation works well when every term appears
in every document; otherwise, the product becomes 0
when some terms do not appear in that document. We
use the following to approximate P(t;|C}) to avoid the
possibility that the product becomes 0, and still keeps
the meaning of the equation.

14 TF(tj, Cr)

P(tj'Ck) = |Tl + ELTl TF(tj,Ck)

where TF(t;,C}) is the frequency of term t; in doc-
uments having class value k, [T'| is the number of all
distinct terms used in the domain of document repre-
sentation. The formula used to predict probability of
class value C}, for a given document X is as the follow-
ing :

P(Ci) TL,, ex P(tj]C) TF )

P(Cy|X) = ’
kl ) Zz’ P(CZ) Hij.’\' P(tjlci)TF(tj:“)

5.2 Rocchio Linear Classifier

Given a class, the training document collection consists
of positive and negative examples. Positive examples
are those documents belonging to that class while the
negative examples are those documents not belonging
to that class. Each training example, represented by
a vector, is regarded as an instance. Let D be an in-
stance in the training collection and it is represented
as (dy,...,d,) where n is the dimension of term space.
Some common weighting schemes for determining the
weights d; include binary weights, term frequency(TF),
and term frequency combined with inverse document
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frequency(TF-IDF)[18]. In this paper, we use TF-IDF
weighting method as following.

D]
)

where [D] is the total number of training documents;
tf; is the term frequency in the testing collection and df;
is the document frequency of d; in training collection.
With above definitions, we briefly describe the basic
Rocchio[15] algorithm as following.

For every class(category) C;, there is a feature weight
vector

d; = logy(tf; + 1) * log,(

Ci=(e,---¢in)

where n is the dimension of term space and each ele-
ment ¢;; corresponds to the j-th feature. The elements
in vector C; are learned from all training examples in-
cluding positive and negative instances. To determine
whether or not a class is assigned to the request docu-
ment X, it computes the inner product § between the
document vector X, represented as (zi,...,Z,), and
the feature vector C; as follows:

n
6= E Ti - Cij
Jj=1

If the inner product is greater than a certain threshold
value, the class(category) is assigned to X. Let P and
N be the set of positive and negative instances respect
to class C; in the training corpus. The feature vector
C; is given as follows:

Ci — ZDEP‘D _ UZDGN‘D
| Pl |V

In this paper, the value of 7 tried for Rocchio algorithm
are 0.25, 0.5, 0.75, 1.0. We assume the X is assigned
to only one class that has the largest value of 4.

5.3 k-Nearest Neighbor(kININ) Classi-
fier

In a kNN algorithm, each training document D; as well
as the request document X are represented by vectors
as (di1,.-.,din) and (z1,...,2,) respectively. To con-
duct categorization, the similarity A(X, D;) between
each D; and X is calculated. The training instances
are sorted by the similarity metric in descending order.
Then the k top-ranking instances are selected. The final
score of the request document o each class(category)
is calculated by considering the similarity metric of
these k selected instances and their category associa-
tion. The document is assigned to categories with the
score greater than a certain threshold value. The cosine



similarity often is used to measure similarity A(X, D;)
and is defined below :

Zn_1 T - dy

NOSEEN N

In this paper, the value of k tried for the kNN are 5,
10, 15, 20, 30, 50, 100, 150, 200, 300; we assign X to
the class with largest A score.

A(X,Dy) =

6 Generalized Instance Set(GIS)
Algorithm

The running time of the kNN is dependent on the size
of training data. To speed up the on-line classification,
there is an generalized instance set (GIS) algorithm[13),
which unify the strengths of kNN algorithm and linear
classifiers. The main idea is to construct a set of gen-
eralized instances(GI) to replace the original training
examples. To perform categorization of a request doc-
ument, kNN classifiers need to compute |D| similarity
scores where [D| is the total number of training exam-
ples. However, the GIS algorithm only requires com-
putation of |G| similarity scores where |G| is the total
number of the learned generalized instances. Typically,
|G| is much less than |D]. Therefore, the GIS algorithm
can be faster than the kNN algorithm. Notice that
the Generalized Instance Set(GIS) algorithm not only
could reduce the number of instances to save the run-
ning time but also make kNN more tolerable to noisy
instance. We reviews the GIS algorithm[13] as follows.

For each class, the GIS algorithm automatically se-
lects a representative positive instance and performs
generalization process using g nearest neighbors which
may include positive and negative instances. A general-
ized instance G is formed after the generation process.
This G will be evaluated by the function Rep denoting
the representative power. If the representative power
of G is better than the old one(i.e. G'), than use G as
a new point and repeat the search and generalization
task again. The algorithm will continue to search for
the best local generalized instance. If there is no further
improvement, the last generalized instance G’ is added
to the generalized instance set G.S and the correspond-
ing g nearest neighbors are removed from the training
collection. This process is repeated until no positive in-
stance remained in the training collection. As the learn-
ing progresses, the GIS algorithm constructs a number
of generalized instances and stores them in GS. The
representative power function Rep(G) for a generalized
instance G is defined as follows:

Z (g — rank(I™))

ItekK

Rep(G) =

where K is the set of g nearest neighbor of G, I is a
positive instance in K and rank(/™) denotes the rank-
ing of instance I in the set K according to the similar-
ity. Large value for Rep(G) implies that more positive
instances are found in the set of g nearest neighbors
of G. In this paper, we have basic Rocchio algorithm
with n = 0.25 for the generalization process in the GIS
algorithm,; the value of g tried for the GIS algorithm
are 5, 10, 15, 20, 25, 30.

7 Experimental Results

Let n be the number of terms selected by term selec-
tion method, ¢ be the number of term clusters, g be
the g nearest neighbors in generalization process of the
GIS algorithm. To determine the proper numbers of
n, ¢ and g, we first determine a proper number n by
term selection, x? statistic, and then use distributional
clustering to determine a proper number c of term clus-
ters. Finally, we experiment with the selected n terms,
which are clustered into ¢ term clusters, to determine
the proper ¢ for the GIS. In this paper, we use three
measures, MicroAccuracy, MacroAccuracy and Accura-
cy Variance, to study the performance of each classifier.
Notice that MacroAccuracy and AccuracyVariance are
used to inspect the variation of accuracy between each
class. The less value of AccuracyVariance is, the less
difference of classification accuracy between each class
is. ;
Let |C be the number of classes and C; be the set of
testing news that are belong to the i_th class. Let H;;
be the number of news in C; that are classified to the
j-th class. Let the accuracy of i.th class be Acc(i) =

IEC"—!’ where |C;| is the number of news in C;. The
i=|C) H;

MicroAccuracy is defined to be %—':,lc—,l——l that rep-
i=1 "

resents the total average of classification accuracy. The

i=|C|
MacroAccuracy is defined to be —Zu—c—l—ﬂ that rep-

resents the average accuracy of classes. The Accuracy-

Variance is defined to be 2 ml(A"c(l) MacroAccuracy)®
ICl

that represents the variance of the accuracy.

We use the news from Central News Agency(CNA)[1]
as experimental resource. First, we use one year
news, 1991/1/1-1991/12/31, to extract Chinese fre-
quent strings(CFS) [16] via scanning the leaves of SB-
trees as described in Section 2, and then use y? statis-
tic method to select the most representative n terms to
form the bases of term vector space. Fach document
D is represented as (di,...,d,) where n is the dimen-
sion of term space and d; is corresponding weight of
the i_th term. we use the next month news, 1992/1/1-
1992/1/31, as training data , and the next 3 days news,
1992/2/1-1992/2/3, as testing data. The news consists




CNA Hews Group  1991/1/1.12/31 1992/1/1-3) ¢ 199272/1-3
~_23516) 1744 %)
10160 1047 49
3423 336 2]
6064 517 26|
4929 387 254
5679, 612 28]
3313 2 7
4645 319 15
M7 219 2
1315 109 3
¥ 287 11
3536 340 28
B0 x4 3
Table 1: CNA News Statistics
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Figure 3: MicroAccuracy : integration with term selec-
tion

of 12 classes as listed in Table 1.

7.1 Integration with Term Selection

We first measure the performance of each classifier
when it is integrated with x? statistic term selection
method. Let n be the number of terms selected. The
best MicroAccuracy achieved by the NB, the kNN, the
Rocchio are 76.40%, 77.88% and 79.35% when n is
48,000, 60, 000 and 90, 000 respectively as shown in Fig-
ure 3. kNN outperforms Rocchio when the dimension of
term space n < 60,000, but Rocchio achieves the best
MicroAccuracy, 79.35%, when n is 90,000. The reason
is that kNN is sensitive to the noisy examples and do
not cope with irrelevant terms effectively[13]. On the
other hand, Rocchio can deal with noise to some extend
by summarizing the contribution of positive and neg-
ative training examples. Although kNN achieves the
best MicroAccuracy when n < 60,000, its MacroAccu-
racy is relatively low. This implies that kNN prefers the
large classes than the small ones. The Rocchio achieves
the best MacroAccuracy for all n, and the best Mi-
croAccuracy when n is 90, 000. Tt performs quite stable
when integrated with term selection. This obhservation
is different from previous research[23].
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Figure 4: MacroAccuracy : integration with term se-
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Figure 5: AccuracyVariance : integration with term
selection

7.2 Integration with Term Clustering

We next measure the performance of each classifier
when term clustering is integrated. We experiment for
n = 48,000, n = 60,000 and n = 90,000 according to
the best MicroAccuracy achieved by the NB, the kNN
and the Rocchio respectively as shown in Figure 3. Let
¢ be the number of term clusters. The range of ¢ exper-
imented is from 120 to 4,800. In this paper, we only
show the experimental results for the case n = 90, 000.
The performance in the other cases are similar. As
shown in Figure 6, the kNN achieves the best MicroAc-
curacy, 80.24%, when cis 3,600. Furthermore, both the
MacroAccuracy(68.94% to 73.73%) and the Accuracy-
Variance (405.53 to 343.8) of the kNN are improved via
term clustering as shown in Figure 7. Notice that the
performance of the NB drops because clustering terms
into one group might distort term distributions.
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7.3 kNN with GIS

We choose n = 90,000 and ¢ = 3,600, and experi-
ment for various ¢g. As indicated in previous section,
kNN achieves the best performance when term selection
and term clustering are integrated. A major problem
of kNN is that its classification time is high especially
when the number of training data is large. To speed up
kNN, we apply GIS algorithm to reduce the number of
training instances.

As shown in Figure 9, the best MicroAccuracy
achieved by the kNN is 81.12% when g = 10. No-
tice that the MicroAccuracy increases from 80.24% to
81.12% while the number of instances set is reduced
from 6,254 to 1195 as shown in Figure 10. Note that
g = 1 means the original training instances. To show
the effect of speedup due to the GIS algorithm, we mea-
sure the running times on a PC with Celeron 333A CPU
and 98MB RAM. The running times of Rocchio, NB,
kNN(k=100) and kNN with GIS(k=100) are 21, 22, 104
and 60 seconds respectively.



8 Conclusions

In this paper, we make an extensive comparison of
three classifiers, naive Bayes(NB) probabilistic clas-
sifier, Rocchio linear classifier and k-Nearest Neigh-
bor(kNN) classifier for Chinese text classification. Ex-
perimental result shows that the kNN achieves the high-
est MicroAccuracy, 77.88% when the dimension of term
space, n, is less than or equal to 60,000. This ob-
servation is consistent with previous study({24]. How-
ever, it is worthy to notice that the Rocchio algorithm
achieves the highest MicroAccuracy, 79.35%, when n >
72,000. The reason is that kNN is sensitive to the
noisy examples and do not cope with irrelevant terms
effectively[13]. On the other hand, Rocchio can deal
with noise to some extend by summarizing the contri-
bution of positive and negative training examples. To
reduce the high dimension of term space to an practi-
cal level while maintaining similar classification accu-
racy, we combine term selection, x? statistic, and term
clustering, distributional clustering. The combination
improves the MicroAccuracy of the kNN from 77.88%
to 80.24% while n is reduced from 90,000 to 3,600.
Furthermore, we use GIS algorithm to speed up on-line
classification of the kNN by reducing the number of
training data. GIS also improves the MicroAccuracy of
kNN from 80.24% to 81.12%.
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