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Abstract
The MPEG video coding is the most widely used video coding
standard which usually generates variable bitrate (VBR) data
streams. Although ATM can deliver VBR iraffic, the burst
traffic still has the possibility to be dropped due fo network
congestion. The cell loss can be minimized by using an
enforced rate conirol method. However, the quality of the
reproduced video may be sacrificed due to insufficient peak
rate available. In this work, we propose an end-to-end quality
adaptation mechanism for MPEG fraffic over ATM. The
adaptive quality control (AQC) scheme allocates a certain
number of coding bits to each video frame based on the
network condition and the type of next frame. More bits may
be allocated if the network condition, represented by the
connection-level, is good or the next frame is B-frame that
usually consumes fewer bits. A high connection-level allows a
relatively large number of tagged cells, which are
non-guaranteed in delivery, for video frames with high peak
rates. The connection-level adjustment unit at the encoder end
adjusts the connection-level based on the message of the
network condition from the quality monitoring unit at decoder.
The simulation resulis show that the AQC system can
effectively utilize the channel bandwidth as well as  maintain
satisfactory video quality in various network conditions.

Index Terms-- rate control, quality control, quality of
service, ATM, MPEG.

1. INTRODUCTLON

With the development of high speed network technolog
and highly efficient video coding standards, it shows great
potential to deliver video applications over high speed
networks. Asynchronous transfer mode (ATM) networks
have been proposed to provide a unified transport structure
for Broadband-ISDN [1], [2]. The MPEG video coding is
the most widely used video coding standard which usually
generates variable bitrate (VBR) data streams’ (3], [41.
Although ATM can deliver VBR traffic, the burst traffic
still has the possibility to be dropped due to network
congestion. The cell loss problem is an important issue to
MPEG video coding because MPEG video is very sensitive
to the channel disturbance [3]. Each coding unit, e.g. a
macroblock (MB) or a frame, may be referred by othe
coding units in the decoding process. Thus a single erro
may cause serious error propagation in both the spatial and
the temporal domains, and degrades the video quality
substantially.
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It is necessary to control the peak cell rate (PCR) of the
VBR traffic to avoid the cell loss. Depending on if the
encoder is affected, in general, there are two approaches to
the PCR control. The first approach is the traffic shaping
or the traffic smoothing which uses a buffer to store the
data temporally and smooth out the traffic [ 6]. The
encoding process is not affected in this approach. However,
it may need a large buffer to completely solve the problem.
This increases the hardware cost and the end -to-end delay.
The second approach is the source rate conirol which
changes the encoding parameters to generate output
streams at a pre-determined rate [7]. It is able to generate a
smoother traffic. However, some of the video frames that
require high peak rates may be coarsely quantized. Thus it
produces streams with inconsistent video qualit that may
be perceptually annoying. To make the problem even worse,
those high peak rate frames which are forced to reduce
quality usually are important, e.g. [-frames, and may be
referred by other frames. As a result, the poor quality ma
propagate to the succeeding frames.

In this work, we propose an adaptive quality control (AQC)
mechanism for MPEG traffic over ATM networks. It
utilizes the concepts of both approaches. However, neithe
one is heavily used to minimize the disadvantages. In
addition, the information of the network condition and the
type of next frame are used to better control the reproduced
video quality. More bits may be allocated if the network
condition is good or the next frame is B-frame that usually
consumes fewer bits.

The AQC system consists, of three parts, the encoder with
adaptive rate cont ol, the decoder with quality monitoring,
and the connection-level adjustment unit at the encoding
end. The adaptive rate control unit determines the target
rate for each frame based on the buffer state. To take the
advantage of statistical multiplexing, ta gged cells, ie.,
cells with non-guaranteed delivery, are permitted. However,
the number of allowed tagged cells is determined based on
the network status, represented by the connection-level. A
high connection-level allows a relatively large number of
tagged cells for video frames with high bitrates. As a result,
nearly constant video quality can be maintained. On the
other hand, no taggedcells are desirable at a low
connection-level that reflects a poor network status,
because any cell loss may cause se ious error propagation.
The network status is monitored by the quality monitoring



unit at the decoder. The monitoring object could be eithe
the cell loss ratio from the perspective of the network, o
the video slice errors from the perspective of the vid eo.

Both measurements reflect the condition of the connections.

The connection-level adjustment unit at the encoder end
adjusts the connection-level based on-the message of the
network condition from the quality monitoring unit at
decoder. When the network conmnection is good, it
increments the connection-level by one. On the contrary
once apoor network connection occurs, the
connection-level jumps back to the lowest level which
represents the poorest connection and no tagged cells are
allowed. The reason for this reaction is to minimize the
number of lost cells because any lost cell may cause serious
damage to the video quality.

This paper is organized as the following. In section II, we
describe several traffic shaping and source rate control
methods. In section IIl, the structure of the adaptive qualit
control system that we propose is described in detail. The
simulation results and conclusion are presented in section
IV and section V, respectively.

Il. TRAFFIC SHAPING AND SOURCE RATE
CONTROL

In this section, we first describe how ATM networks
provide quality of service (QoS) and the reactions when the
traffic exceeds the QoS granted. Then we discuss the
methods to regulate VBR video, including traffic shaping
with buffers and the non-tagging source rate control.

A. ATM Quality of Service (QoS)

The concept of ATM QoS can simply be described by two
steps. Connection admission control (CAC) - A user
submits a traffic contract. The ATM network then replies
whether to accept this connection or not corresponding to
this contract. Usage parameter conirol (UPC) — The ATM
network must ensure the connection to be no violation to
the traffic contract. The principle of CAC is that any new
connection shouldn ot affect the QoS of the existing
connections [ 8]. A new connection request should be
rejected if it requires more resources than the network can
provide and may degrade the service quality of existing
connections. Otherwise, a new connection is granted. Once
a connection is established it must follow the initial traffic
contract to avoid affecting the service quality of othe
connections.

B. Leaky Bucket Traffic Conformance

The leaky bucket model, shown as in Fig. 1, is generally
used in ATM networks to verify if the traffic ofa
connection obeys the contract. The UPC of ATM
guarantees the service quality as long as the traffic passes
the conformance test of the leaky bucket. Otherwise, the
service is not guaranteed.

In the case that the traffic exceeds the QoS requested, UPC
might process the exceeding traffic with four policies --
discarding, tagging, monitoring, or no action. In this work,
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Fig. 1 Leaky bucket conformance
we consider the tagging method which seis the cell loss
priority (CLP) bit in the ATM header to be ‘1’ for the
exceeding cells. If some cells must be discarded due to
neiwork congestion, those cells with CLP=1 will be
discarded first. The tagging policy can take the advantage
of statistical multiplexing to use the remaining bandwidth
of other connections to deliver tagged cells. The probabilit
that all connections working at peak rates is low. Thus
tagged cells are not necessarily to be discarded in actual
transmission. Note that since the tagged cells are not
guaranteed to be delivered successfully, the tagged traffic is
not considered to be included in the contract. One way to
reduce the tagged cells is to add a buffer to the leaky bucket.
If the buffer size is sufficiently large, all cells will not be
tagged as long as the average input rate is less than the
token rate. As a result, the original VBR data becomes
nearly CBR traffic.
C. Source Rate Control
In this section, we discuss two rate control methods. The
first is MPEG-2 Test Model 5 (TM5) which utilizes the
characteristics of the video sequence to allocate the b itrate.
The second is the non -tagging rate control method which
modifies TMS5 toward the goal such that all frames obe
the traffic contract and no tagged cells exist. 1) TMS5 rate
control: In general, MPEG -2 coding generates VBR bit
streams for constant video quality. Similar to the layering
structure of video coding, TM5 rate control also operates
based on layers. It allocates the bitrates for each
group-of-picture (GOP), frame, and MB in video sequences.
Basically, it consists of three major steps. (1) Step 1.
Target bit allocation, 2. Step (2) Rate control, (3) Siep 3.
Adaptive quantization. Note that TMS5 is just an estimation
process. The true bitrate may be different from the
estimation result. However, the difference of the bitrate is
added to the bit a llocation of the next GOP. Hence the
average bitrate approaches to the target rate in the long run.
2) Non-tagging rate control: Cell loss may seriousl
degrade the reconstructed video quality. To avoid cell loss
in using TM5, we can either reserve a high bandwidih for a
peak rate or use a large buffer. However, it needs exira cost
to implement these ideas. For a reasonably large buffer size,
the burstiness of video traffic must be properly conirolled
to avoid the generation of tagged cells [ 6]. Non-tagging
raie control is modified by Luo from MPEG-2 TMS rate
conirol [8]. The objective is to enforce the biistream to
have no tagged cells at all. It modifies the step 1 of TM5 b
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Fig. 2 AQC system model

reassigning the target bit allocation for the current frame.
The new target bit allocation 7, must be less than o

equal to the maximum transmissionrate R__, which is
calculated as in eq. (1)
R, =(B-B_)+R ... 1

where B is the buffer size, B _ is the part of buffer

space which has been used to store data at the end of frame
n-1, and R is the token rate. Thus (B—-B ) is the

remaining space of buffer.

As long as the target bit allocation of each frame is less
than or equal to the maximum transmission rate, the buffe
overflow will not happen, and no cells will be tagged.
However, the video quality may be deteriorated due to
insufficient peak rates, and the degraded quality ma
propagate to other frames in a GOP. In other words,
although non-tagging rate control is almost free from cell
loss, the video quality degradation may still be serious.

I ADAPTIVE QUALITY CONTROL SYSTEM

We propose an adaptive quality control (AQC) system fo
MPEG video in this section. In addition to the traditional
source rate control, the connection status monitored at the

[}
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decoding end is also used to control the quality and the rate.

We first give an overview of the system, then describe each
major part of the system in the rest of this section.

A. System Architecture

Fig. 2 shows the block diagram of the AQC system

architecture. At the encoding end, the TMS5 video encode

compresses the video source and generates VBR video
streams. The leaky bucket with buffer performs the traffic
conformance and smoothing. The adaptive- rate conirol

calculates the bit allocation (Ne T ) for each frame

based on the information of the target bit allocation (Old
T ) for the frame, the buffer staie B, ), and the

connection-level  (Conn_level) generated by the
connection-level adjustment unit (CAU). At the decoding
end, in addition to the TMS5 video decoder, the quality
moritoring unit (QMU) counts the number of errors in the
received data siream and sends the guality status back o
the CAU at the encoding end. The CAU dynamicall
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adjusts the connection-level based on the quality message
that reflects the network status. The connection-level is
raised if it receives a good quality message. Otherwise, it is
lowered.

The video quality is affected by the network status
significantly. If the network is congested, tagged cells ma
be discarded. As a result, the video quality will be
deteriorated. The issue of c ongestion control is not i the
scope of this paper. The focus of this paper is the rate
control at the encoder. When congestion exists, the tagged
cells must be reduced to avoid cell loss.

B. Adaptive Rate Control

From the discussion in the last section, TM-5 may generate
a large amount of tagged cells, which may be dropped in
congested conditions. On the other hand, non-tagging rate
conirol may have significant quality degradation due to
insufficient peak rates. Particularly, the rate reduction
occurs most significantly in I-frames and results in serious
error propagation. Thus, both methods may leave rooms for
improvements.

In this work, we propose an adaptive rate control (ARC)
algorithm. Tt modifies TMS5 rate control method by
considering more factors that include the fullness of the
virtual buffer, the next frame type, and the network status.
A virtual buffer is used as an indicator for bit allocation.
More bits will be allocated to a frame if the buffer is close
to empty. In addition, the; ARC method also allows cells to
be tagged when the network condition is good. This results
in consistent video quality regardless the frame type. Note
that any overflow of the virtual buffer does not necessaril
result in cell drops in the actual transmission because some
of the cells will be tagged and transmitted in an
interleaving order if the overflow happens. When the
network status is poor, i.e. congestion exists, any tagged
cells may be dropped and the video quality will be seriousl
degraded. Hence, we define the connection-level t
represent the network status and use the connection-level
as the indicator of allowance of tagged cells. A high
connection-level reflects good network status and allows a
large number of tagged cells.

In MPEG, I, P, and B frames appear in apr -defined
pattern periodically. Different frame types require different
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bitrates. We take the next frame type into the consideration.
If the next frame is a B-frame, then extra bits can be
allocated to the current frame since these extra bits can be
delivered in the next frame period. However, if the next
frame is an I or P frame, the bit allocation for the current
frame should not be increased. The bit allocation sirateg
for each frame of ARC is discussed in three cases based on
the buffer status, shown as in Fig. 3.

Case 1. Buffer overflo

Fig. 3(b) shows an example of buffer overflow. In this case,
the target bit allocation T, of TMS, indicated as the
initial rate in the figure, for the current frame is too large
to be transmitted in this frame period. The untransmitted
data can not be completely stored in the buffer since the
buffer isfull. This situation can be expressed b

T 2R+B-B_,, where R is the token rate which is the
bandwidth that the network allocates, B is the buffer size,
and B_, which is not plotted in the figures for simplicit
is the remaining buffer space at the end of frame n -1. Wit
the tagging policy, the overflowed data are then tagged and
transmitted with no guarantee.

The ARC allows tagged cell to exist when the network is in
a good condition in which the tagged cells are not likely to
be dropped. Depending on the network status, represented
by the connection-level, the number of allowed tagged cells,
Cell,,, , is calculated as in eq. (2)

Cell,,, =(PCR—R—B)*(Conn_level| M)

)
where PCR is the peak cell rate defined in the traffic

coniract, Conn _level isthe connection-level, and M is
the total number of connection -levels. Thus the maximum
number of allowed tagged cells PCR—R-B isdivided
into M units, and a higher connection-level results in more
allowed tagged cells. The new target bit allocation T " for
frame n is then calculated as in eq. (3)
T =min(T, ,(B-B,,+R+Cell,,))
frames  ........... 3)
where T, is the original target bit allocation for frame n,

for all types of

and (B-B_)+R is the maximum transmission rate
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without tagging. In other words, if the difference between
the target bit allocation and the maximum transmission
rate is less than the maximum number of allowed tagged
cells, the target bit allocation is not changed. Otherwise,
the target bit allocation is reduced so that the number of
tagged cells is within the allowable range.

Case 2. Buffer partial full

Fig. 3(c) shows the case of buffer partial full, which can
also be described by eq. (4).
R-B_<T <R+B-B_
In this case, the target bit allocation T is already smalle

than the maximum transmission rate without tagging
R+B~-B,_, . Thus all data in this frame are guaranteed to
be delivered without tagging. However, some of them will
be buffered and delayed.

To utilize the bandwidth more efficientl , We may increase
the bit allocation T, if the next frame is expected to have
a low bitrate, e.g., -frame, and the connection status is
good. The new target rate is ¢alculated by eq. (5)

T =T +c*B*(Conn_level| M)
where ¢ is a constant, 0<¢ <1, which regulates the ratio
of the number of allowed tagged cells to the buffer size. In
addition, Tn' may exceed the maximum transmission rate

wit out tagging, hence the final bit allocation T, should
satisf eq. (6) to avoid cell loss.
{T if nextframeis not Bframe

n

min(T, ,R+B-B_,)
.......... ©6)
Case 3. Buffer underflo
Fig. 3(d) shows the case of buffer underflow. If the target
bit allocation T is less than the guaranteed transmission

rate without buffering, ie., T <R-B_, all the daia in

the current frame as well as accumulated from previous

frames can be delivered within the frame period. However,
the channel capacity reserved for this connection may not
be fully utilized in this case. To raise the bandwidth
utilization, the target bit allocation is modified by eq. (7)
regardless the next frame is a -frame or not

n

if nextframeis B frame

-1 ?



T =R-B,
where T is the new target bit allocation.

In this situation, the bandwidth is fully utilized and the
buffer will be empty when the current frame is transmitted.
Moreover, the target bitrate can be further increased safely
if the next frame is a B-frame. In other words, some of the
cells in the current frame may be stored in the buffe
temporally. The extra data rate also depends on the
network status because a poor network condition may still
have the possibility thatre sults in cell loss insome

B-frames. The new target bit allocation T, is calculated as
in eq. (8), which is similar to eq. (5).

- . if nextframeisnot Bframe
" {Tn +c*B*(Conn_levell M) if nextframeis Bframe

Since 0<c¢<1, T’
transmission rate without tagging R+B-B,_ . Namely,

is bounded by the maximum

all data in this frame can be delivered safely.

C. Quality Monitoring

The connection status is monitored by the qualit
monitoring unit (QMU) at the decoding end. The QM
collects and sends back the data of the connection qualit
to the encoder for adaptive rate control. The basic
processing unit in time is a frame period. The connection
status can be represented by two measurements, the cell
loss ratio (CLR) from the perspective of the network, and
the slice error rate from the perspective of the video. (1)
Cell loss ratio (CLR) monitoring: CLR is an important
parameter in the evaluation of the network quality. It can
be measured either in the ATM adaptation (AAL) layer o
in the ATM management plane. We use AAI5 to deliver
video streams in this work. The “length” in the trailer of an
AAL-5 packet indicates the data length. Any cell loss could
be easily detected by comparing the transmission length
and the number of actually received cells. (2) Slice erro
rate monitoring: The network status is also reflected in the
video quality. Considering the spatial error propagation,
the slice is chosen as the unit in measuring the errors. In
most cases, the decoder is able to detect t he errors in the
received stream, e.g. undecodable VLC, incorrect numbe
of DCT coefficients, etc.

D. Connection-level Adjustment

The connection-level adjustment unit (CAU) at the
encoding end dynamically adjusts the connection-level
based on the error rate measured by the QMU at the
decoder. The CAU could be combined with the QMU at the
decoder. However, a separate scheme is more robust
because it also works in a multicasting environment.

The delayin the network and the video processing may
cause 'a problem that the connection-level is not able to
reflect the current neiwork status and resulis in incorrect
rate control. To reduce the impact of the instantaneous

B: n consecutive bad frames

M total connection levels
G: n consecutive good frames
Fig. 4 Quality adjustment state diagram

change, the connection-levels are adjusted once for n
consecutive frames, where n is a parameter determined b
the network size and the delay.

The state diagram of the connection -level adjustment is
shown in Fig. 4. A good frame means the CLR or slice
error rate in a frame is less than a threshold. If there exist
n consecutive good frames, a state tansition to the next
higher connection-level occurs. On the contrary, n
consecutive bad frames may result in a big transition to the
lowest connection-level to avoid cell loss.

IV. SIMULATION RESULTS

The simulations are carried out under the conditions that
the untagged cells will notbe dropped and the peak
signal-to-noise ratio (PSNR) between the reconstructed and
original imagesis used as an objective image qualit
measure. The video sequences “Football” and “Garden”
with CIF sequence format (24 fps, 352 X 240 pels, 4:2:0
chrominance format, 15 slices per picture) are MPEG
coded with 12 pictures per GOP and one slice per MB row.
The feedback channel is assumed to be e ror-free in the
simulations. The cellrate used in simulations are
calculated based on the capacity of 48 bytes per ATM cell.
In the actual transmission, each frame will form a
Packetized Elementary Stream (PES) packet which consists
of Transport Stream (TS) packets with 188 bytes in length.
The TS packet sequence is then AAL-5 segmented and
transmitted. Thus, an overhead of 2.4% 1o 3.2% in rate
should be added to accommodate the header and the
stuffing bits in the actual transmission. The parameters of
the rate control system for simulations are determined as
follows.

Sustained cell rate (SCR) or the average rate which is used
for TMS rate control. It is set to be 120 cells/frame period.
Peak cell rate (PCR). It is typically two to three times of
SCR for video signals. We choose two times, i.e., 240
cells/frame period.

Effective bandwidth. It is the bandwidth the ATM network
should reserve for this connection, usuallybetween PCR
and SCR. It is mainly affected by SCR, PCR, and the
maximum burst length. In th e extreme case, the effective
bandwidth is equal to SCR if the traffic is CBR. In
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simulations, it is set to be 150 cells/frame period.

Buffer size. A large buffer size may generate a smooth
traffic but with the cost of large delay. For a given average
delay and a maximum point-to-point delay, the buffer size
B of the leaky bucket is calculated as in eq. (9) [8].
B=(D,_ —d)*r e, e ©)

where D__ is the maximum point-to-pointdelay d is

point-to-point delay, and r is the average bits/frame. In
simulations, the buffer size is set to be 30 cells.

Delay from the QMU to the CAU is one frame.

Total number of connection-levels M is set to be five.
Network status is represented by the cell loss rati  (CLR)
for tagged cells. The threshold of CLR to be a good frame
and n in Fig, 4 are both set to be 1. Namely, a single cell
loss will result in a bad frame and a bad frame will reduce
the connection leve] to the lowest.

A. Comparisons of Rate Control Methods

We compare the output bitrates of three rate control
methods, TM5, non-tagging, and adaptive rate control used
in this system. Fig. 5(a), (b), (c), and (d) show the bitrates,
represented by the number of cells per frame, before the
buffer of TMS5, non-tagging, ARC with connection-level O
(ARC-0), and ARC with connection-level 4 (ARC-4),
respectively.

The traffic is further smoothed by the buffer. The bitrates
of the buffer output are shown in Fig. 6(a), (b), (c), and (d),
respectively. In these four cases, TM5 shows serious
burstiness, even afier the buffer. The bandwidth utilization
of TMS is low at B-frames. The non-tagging method
controls the rates of I and B frames to be less than the
effective bandwidth. At -frames, the bandwidth is still
under-utilized. The adaptive rate control method increases
the rate of B-frames to raise the utilization and regulates
the rate of I-frames based on the connection-levels. In the
case of ARC-0, which is used in a poor connection status,
simila to the non-tagging method, it is controlled to have
no tagged cells. While in ARC-4, which represents a good
connection, some tagged cells are allowed in I -frames for
delivering video with betier quality. Thus ARC has the
highest bandwidth utilization whi le the non-tagging
method has the lowest utilization. A VBR traffic with high
burstiness generally needs a high effective bandwidth to
deliver the traffic with QoS guatantee. Here AQC intends
to generate guaranteed CBR. Although the average rate is
higher than the non-tagging method, the effective
bandwidth that the network should provide is still the
same.

B. Performance of AQC System

The performance of the adaptive quality control system is
compared with TM5 and non -tagging methods. In AQC
systern, the connection-level is adjusted automaticall
based on the cell loss ratio. Fig. 7(a) simulates the cell loss
probability of tagged cell in a congested network condition.
In the period from frame 60 to frame 90, 50 % of tagged

B-180

cells are assumedto be dropped. Fi g. 7(b) shows the
change of the connection-level corresponding to the CLP
variation. A light congestion results in a sudden
downgrade of the connection-level. Fig. 7(c), (e), and (g)

- show the number of lost cells in each frame for the three

rate conirol methods, respectively. The PSNRs of three
methods are depicted in Fig. 7(d), (f), and (h), respectively
It clearly shows that any cell loss resulis in serious video

quality degradation, and the damage may propagate to the
whole GOPs. Table 1 shows the overall performance. The
TMS5 method has the most serious cell loss problem, which
generate substantial PSNR degradation. Note that although
the objective of non-tagging method is to have no tagged
cells, it may actually generate tagged cells due to incorrect
estimation of the coding rate. AQC has the least lost cells
due to the adaptive scheme. Thus the overall performance
of AQC, represented by the average PSNR (26.76 dB), is
significantly better than non -tagging method (24.96 dB)
and TM5 (23.95 dB).

V. CONCLUSION

We have presented an adaptive quality control system,
which utilizes the network condition as well as the MPEG
coding characteristics. Higher bitrates are allocated to

[-frames if the connection status is good. The extra cells

are transmitted with tagging. The overall performance of
AQC is better than exisiing rate control methods.

NSC-87-2213-E-C008-041
REFERENCES

[1] D. E. McDysan & Darren L. Spohn, ATM Theory and
Application, McGraw-Hill, 1995.

[2]1 D. D. Kandlur, D. Saha, and M. WillebeekLeMair,
“Protoco  Architecture for Multimedia Applications Over
ATM Networks” IEEE J. Select Area Commun., vol. 14, pp.
1349-1359, Sep. 1996. :

[3] Generic Coding of Moving Picture and Associated Audio,
ISOMEC 13818-2, MPEG-2 Draft International Standard,
May 1994,

[4] ISOMEC 13818-2, MPEG2 Video IS, Recommendation
ITU-T H.262, 1995. _

(51 S. Gringeri, B. Khasnabish, A. Lewis, K. Shuaib, R. Egorov,
and B. Basch, “Transmission of MPEG-2 Video Streams
over ATM” IEEE MultiMedia, vol. 5, pp. 58-71, 1998,

[6] M. Hamdi, James W. Roberts, and Piere Rolin, “Rate
Control for VBR Video Coders in Broad-Band Networks”
IEEE J. Select Area Commun., vol. 15, pp. 1040-1051, Aug.
1997.

[7] W. Luo and M. El Zarki, “Quality Control for VBR Video
over ATM Network™ IEEE J. Select Areas Commun., vol.
15, pp. 1029-1039, Aug. 1997,

[8] D.J. Reininger, D. Raychaudhuri and J. Y. Hui, “Bandwidth
Renegotiation for VBR Video Over ATM Neiworks™ IEEE J.
Select Areas Commun., vol. 14, pp. 1076-1086, 1996.

Table 1. Overall performance in a heavily congested



network condition

CLP (cells)  [loss (cells) PSNR (dB)
TMS 1369 380 23.95
MNon-tagging  |170 58 24.96
AQC 216 25 26.76
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Fig 7. Cell loss and PSNR in a heavily congested network condition
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