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ABSTRACT

An efficient capacity estimator for batteries is the core of
the success of the battery management. In this paper, we
propose a general capacity measurement module for the
current computation in the process of battery charging
and discharging. Such a module can be included in a
variety of battery management systems (or ICs). The
simulation and testing results of the final chip prove the
correctness of the design.

1. INTRODUCTION

In many occasions, the users of wireless hand-
set can not dial the phone number at will, e.g., driving
a vehicle or typing a paper. Thus, an auxiliary tool to
help the dialing task is in demand [3]. The most con-
venient tool is the human speech [8]. That is why the
voice dialer (VD) emerges quickly in the research areas
of industry and academy. Despite the background noise
problem, the VD is still the most acceptable interactive
usage to common users of handsets. The major purpose
of the VD, thus, is defined as a speech recognizer for a
finite set of certain languages, such as Chinese numbers

[51.

The structure of many successful systems for speech
recognition typically consists of a feature analysis-extraction

procedure (front-end) followed by a statistically pattern
classifier (back-end) [8]. Prior studies showed that the
signal processing and classification techniques interact
with each other to affect phonetic classification. The re-
cent advent of discriminative feature extraction showed
that improved recognition results can be obtained by us-
ing an integrated optimization of both the preprocessing
and the classification stages {2]. These approaches, in-
cluding filter bank, lifter and dynamic features design,
are pretty complicated to be incorporated in a VD for
handsets. One of the most powerful speech recogni-
tion methods is the model-independent speech features,
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called mel-frequency ceptral coefficients (MFCC’s), use
DCT as a linear operator to map mel-warped DFT into a
lower dimensional feature space [4]. Despite the empiri-
cal superiority of MFCC’s over many other types of sig-
nal processing techniques, there are no theoretical rea-
sons why the linear transformation associated with DCT,
which is fixed a priori and independent of HMM (hidden
Markov model) states and speech classes on channel en-
ergies.

Instead of removing background noise, the pro-
posed idea is mainly focused on the voice recognition
of Chinese numbers 0 to 9 [5] and a finite set of Chi-
nese phrases [1], e.g., dial, shutdown, eic. basing on
a neural network strategy. The reason is that Chinese
numbers, words, and phrases are easy to discretized by
simple algorithms, e.g., zero-crossings. The task to de-
velop an efficient voice dialer can be partitioned into
two parts : first, an effective preprocessor to extract the
features of given voice, and second, a precise classifier
able to tell what the speech indicates. Neural-network-
based recognizer [3], hidden Markov model-based clas-
sifier (statistical method) [2], and rule-based classifier
[1] for the second part have been evaluated to find out
the maximum recognition rate. When it comes to the
voice recognition in mobile handsets, the demand of low
power, small code size, and noise immunity emerge. The
neural network approach possesses these features after
it is appropriately trained. This paper, thus, presents a
novel strategy to train the neural network such that it is
quickly converged and able to process the Chinese num-
ber recognition.

2. DISTRIBUTED TRAINING STRATEGY

2.1. Speech data representation

Since the goal of this work is aimed at the
voice dialer for portable handsets, the small code size
to process the speech recognition is one of the basic re-
quirements of systems with limited hardware resources.
A proper speech data representation will drastically re-
duce the size of the codes. We, thus, employ the LPC
(linear prediction code) to exiract and represent the dig-
itized speech data owing to the facts that LPC possesses
several impressive characteristics, e.g., €asy o generate
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and fast to calculate. An additional enhancement feature
is the cepstral coefficients which can be derived from
LPC parameter set {6].

2.2. Integrated training scheme

A simple thought to utilize the back-propagation

neural network to recognize a limited set of Chinese vo-
cabulary such as Chinese numbers and other terms used
in mobile handsets is as shown in Fig. 1. The neurons at
the input layer is assumed to be I;,i = 1,...,n, while
the neurons at the output layer is Oy, k = 1,...,m. Be-
sides, the hidden layer which is composed of H;,j =
1,...,1, is required to make the back-propagation neu-
ral network converge. Entries of the weight matrix be-
tween the input layer and the the hidden layer and those
of the weight matrix between the hidden layer and the
output layer are, respectively, expressed as w;; and w .
Feature vectors (also called training vectors), tpy p =
1,..., M, generated by the extraction of given Chinese
numbers are fed into the input neurons. Thus, the weight
updating scheme in the training phase is summarized as
follows [7].

Output layer weight updating scheme :
(tpk — Opr) - Opr - (1 = Opi)
UN 6pk ’ Opk (€))

St =
prkj =

Hidden layer weight updating scheme :
Opj - (1 = Opj) - z OpkWr;j
k

UM 5p;i : Op-i 2

Opj =
Dpwy; =

Notably, the activation function of each neuron is
assumed to be a sigmoidal function in the above deriva-

tion.
1

e O

where xo is an offset constant. Besides, the 7 in the
above equation is called the learning rate which indi-
cates how fast an updating step is.

If the neural network defined by Eqns.(1), (2),
(3) is trained in order to recognize the phonetic Chinese
numbers, the training time for the network o converge
will be very long when the number of extracted speech
feature vectors are large. By contrast, if the set of train-
ing feature vectors is limited, the discriminative rate of
the numbers will decrease.

sigmoidal : f(z) =

2.3. Distributed training scheme

Although the traditional back-propagation neu-
ral networks possess a potentially powerful recognition
capability, an inefficient training method might neutral-
ize this feature. We, thus, propose a distributed training
scheme for the training of a finite set of Chinese num-
bers to enhance the recognition capability of the back-
propagation neural networks and reduce the training time.

In the proposed scheme, one small network is dedicated
for one single Chinese number, as shown in Fig. 2. For
instance, the "0 network is trained by the same train-
ing vector set as that in the integrated scheme. However,
there is a single output neuron at the output layer which
is turned "ON” only given a correctly corresponding in-
put vector.

Hence, if there are AJ terms to be recognized,
there are exactly M networks which is corresponding
to each term, respectively. The theoretical reasons for
such distributed networks to converge faster than the in-
tegrated network are as follows.

A. The weights to be adjusted in each distributed net-
work is much less than that of the integrated network.
Use the ten Chinese numbers as an illustrative example.
In Fig. 1, the number of weights in the integrated train-
ing scheme to be trained is as follows.

Wintegratea = n X 1 +1x 10 )

By contrast, the number of weights in each network of
the distributed network, as shown in Fig. 2, is

Wdistributed =nxl+Ix1 (5)

Hence, those M distributed networks can be trained
simultaneously such that the speed of convergence is en-
hanced.

B. According to the Boltzmann machine learning analy-
sis [7], the learning speed given in a back-propagation-
like neural network is defined as

oG 1 _
Wz‘j =7 [P"Ob}'} -PTOb;j] ) (6)

where G is an information measure, w;; is the weight
between unit ¢ and unit 7, T is a constant temperature,
proby; is the corresponding probability when the net-
work is free running, and prob;’;. is the probability av-
eraged over all environmental inputs and measured at
equilibrium.

In the integrated training scheme, the weight vec-
tors of the network is randomly “pulled” to the one of
states of ”17,72”, .. ., 70", depending upon the currently
fed training vector. This property, thus, decreases the
possibility for the network o converge to a final state
which is defined by the equilibrium of all ten numbers.
By contrast, the individual network in the distributed
training scheme is dedicated for the convergence of one
single state defined by the equilibrium particular num-
ber, say "0”. Hence, the induced probability averaged
over training vectors in the formal case is less than that
of the latter case.

+ +
prob; integrated < proby; distributed %

This simple fact indicates the following conclu-

sion,

oG 1 [ " -
= —= |prob}:. ‘—prob.,]

dw;; integrated T [F7 7iintegraied i
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Notably, since the weight updating scheme for
back-propagation neural networks is essentially a gradi-
ent decent approach, Eqn.(8) shows that the step size for
each down-hill updating stage of the distributed train-
ing scheme is larger than that of the integrated training
scheme. This fact will lead to a fast convergence of the
distributed training scheme.

3. SIMULATION AND IMPLEMENTATION

A properly segmented speech input wave-
form is divided into 6 frames in which a order 10 LPC
is used to generate the cepiral coefficients. Hence, 60
LPC ceptral coefficients are selected to be the speech
data representation, while 100 hidden neurons are used
to precede a series of simulations. A sample speech
waveform is shown in Fig. 3, which is the Chinese num-
ber ”0”. Fig. 4, thus, shows the LPC encoded wave-
form. In the back-propagation neural network training,
the learning rate is chosen to be 0.7, and the momentum
is 0.6 [7]. The definition of the convergence is defined
as | tpr — Opr |< 0.01, V&, k = 1,...,M. Ineach
training iteration, the training vector pair which has the
largest difference is selected such that the maximal error
could be reduced in each iteration. Thus, Table 1 shows
the results of the simulations based upon the distributed
training scheme. Table 2 reveals the result of the inte-
grated training scheme.

It is obvious that the distributed training scheme
is superior in every category. The prediction of Eqn.(8)
is also verified. Although the total number of iterations
of 707, .., 79" is larger than that of ”0-9”, a parallel pro-
cessing method is adopted such that distributed training
is feasible and fast. Besides, the most important of all

- is that when there is a new phase or word needed to be
added to the handsets, there is no need to re-irain or re-
tune the entire large network. Instead, simple generaie a
small network dedicated for the new phrase or word.

4. CONCLUSION

The distribuied training scheme provides an
efficient training alternative for finite Chinese vocabu-
lary used in mobile handsets. When there is a new word
or phrase needed to be added into user’s speech recogni-
tion database, the proposed method indicates that it will
be faster to "recognize” the new word by generating a
new and small network instead of tuning the original and
large network.
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number | # times | max. iterations | min. iterations | average
”0” 77 1,102,710 9031 | 103929
”1” 59 858,693 10,374 | 106,970
2 57 1,105,580 33,426 | 146,789
”3” 88 833,474 8,449 | 94,390
747 101 787,816 6,434 | 73,252
757 51 1,290,080 19,988 | 145,181
”6Y 50 1,017,800 33,007 | 150,212
7 57 1,435,690 15,989 | 127,303
78" 59 1,258,040 28,621 | 138,357
79 57 669,882 18,642 | 125,152
Table 1 : The training speed of the distributed iraining
scheme.
number | # times | max. iterations | min. iterations | average
70-9” 62 1,603,590 622825 | 765,324
Table 2 : The training speed of the integrated training
scheme.
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Figure 1: Integrated training scheme
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Figure 2: Distributed training scheme

Figure 3: A sample speech waveform Chinese number
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Figure 4: The LPC diagram of a Chinese number “0”



