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Abstract

On account of the bandwidth lLimitation of the
physical communication medium, the wireless envi-
ronment is asymmetric communicalion environment
which characteristic of asymmetric communication
environment is the download stream capacity from
servers to clients is much greater than the upstream
capacity from clients back to servers. Traditional
client-server protocol to delivery data from servers
to clients is not suitable in wireless environment.
A better way to delivery data is broadcasi-based
methods. However, broadcast-based methods usually
cause long access time because retrieving broadcast
data can be viewed as accessing data from the
sequential access device. We proposed two com-
pression algorithms to improve the long access time
in this papers. Our proposed algorithms compress
the broadcast data pages before they are broadcast,
and compressed pages are uncompressed in mobile
clients’ (MCs’) local memory. Due to the limited
bandwidth in wireless environment, compression al-
gorithms are suitable to apply in such environment.

mobile computing, wireless
broadcast, compression,
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1 Introduction

1.1 Asymmetric Communication En-
vironments

In many existing applications the downstream com-
munication capacity from server to clients is much
greater than the upstream communication capaci-
ty from clients back to servers. A good example
emerges in wireless mobile network. Servers may
have a relative high bandwidth broadcast capability,
while clients cannot transmit or can do so only over
a lower bandwidth cellular link. Systems with such

characteristic have been applied in many application .
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domains, including traffic information systems, hos-
pital information systems, public safety applications,
and wireless classrooms (e.g. [5, 8]). Such environ-
ments are referred as Asymmetric Communications
Environments.

Communications asymmetry can be caused in two
ways: the first is from the bandwidth limitations of
the physical communications medium. For example,
in wireless networks, servers usually have powerful
broadcast ability while mobile clients (MCs) have
limited or no such ability. The second is from the
patterns of information flow in the application. For
example, an information retrieval system in which
the number of client is far greater than the number
of servers is asymmetric because there is insufficient
capacity (either in the network or at the servers) to
handle the simultaneous requests generated by the
multiple clients.

1.2 Data Delivery in Wireless Envi-
ronment ‘

In the mobile wireless computing environment, mas-
sive number of mobile users will access database over
wireless information channels: The access protocol
in wireless environment is quite different from the
traditional client-server environment. In the tradi-
tional client-server information systems, the clients
received the required data after sending a request
to the server. Such systems are referred as pull-
based. Pull-based systems is not suitable in asym-
metric communication environment on account of a
small amount of upstream communication capabili-
ties. This restriction makes only the limited clients
be served in the pull-based systems in wireless envi-
ronment. To ease off the problem, some tasks [6, 7]
proposed the broadcast-based data delivery in the
wireless environment. In the wireless broadcast en-
vironment, systems offer a broadcast channel (will be
discussed later), and broadcast a great deal of data

‘which is frequently used by MCs in the broadcast

channel. Any MC can retrieve data pages from the
broadcast channel when the MC needs the external



information. A MC received the required data by
sending a request to server only in one situation the
required data is not broadcast in broadcast channel.
By the broadcast-based data delivery protocol, the
number of clients served by the server can be almost
infinite scaled. Such systems are referred as push-
based. It means data is pushed from the server out
to the clients.

Data can be viewed as a sequence of pages in the
wireless broadcast environment. While a MC need-
s data from servers, the MC would switch to the
broadcast channel and keep on monitoring this chan-
nel. When a server broadcasts the desired pages,
the MC would store them and quit monitoring the
broadcast channel. Therefore retrieving data pages
from the broadcast channel can be viewed as sequen-
tially accessing the broadcast program. In practice,
servers may broadcast a great amount of data, and
it makes much time cost of broadcasting all data
large. Sequentially accessing such broadcast data
from servers brings long access time for MCs.

One improvement method is the Broadcast Disk
method [1]. In general, a broadcast program (will
be discussed later) generated by the Broadcast Disk
method is longer than a flat program, because the
Broadcast Disk method will broadcast hot pages
more than one time. Hence if a MC retrieve a page
which is not hot, access of this page need to spend
much time cost.

1.3 Motivation

All broadcast-based methods directly broadcast the
data MCs desired over the broadcast channel. In or-
der to reduce access time and without removing data
from broadcast data set, we proposed the compres-
sion algorithms to archive the goal. Our central idea
is compressing the broadcast data pages before gen-
erating a broadcast program. In the rest paper, the
data pages before the compression process are called
Taw pages; the data pages after the compression pro-
cess are called compressed pages. The broadcast pro-
gram composed from compressed pages will have a
shorter length than other broadcast-based method-
s. Thus, such a compressed broadcast program will
reduce the average access time of MCs. To our best
knowledge, no related work focuses on this issue;
most past papers made a study of the schedule of
broadcast data.

Compressing the raw pages as random order is
not efficiency, and two compression algorithms we
proposed consider the factor of MCs’ requirements.
The first compression algorithm compressed the raw
pages according to frequency of each pages. In
this algorithm, hot raw pages are still in the hot
compressed pages; cold raw pages are in the cold
compressed pages. Servers can broadcast the hot
compressed pages more frequently than the cold
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compressed pages, then a hot pages can be re-
trieved soon. The second compression algorithm
compressed according to MCs’ access patterns. In
this algorithm, the average access time will decrease
as utility rate of a compressed pages increases. High-
er utility rate of a compressed pages can reduce the
retrieving times from the broadcast channel, there-
fore the access time will decrease.

The remainder of this paper is organized as fol-
lows. In Section 2, we introduces two related
broadcast-based methods and give some assumption-
s associated with this paper. Qur proposed compres-
sion algorithms are presented in Section 3. Then
a case study of performance is shown in Section 4.
Finally, we summarize this paper and describe our
future work in Section 5.

2 System Architecture and

Related Works

In the study of data delivery in wireless environmen-
t, most papers divided the wireless system into two
sets of entities: servers and mobile clients (MCs).
In general, servers are powerful stationary machines
with database systems, and MCs are portable com-
puting devices, e.g. palmtop or laptop computers.
One characteristic of MCs is limited amount of stor-
age space, even diskless. Each MC will retrieve data
pages via wireless information channels. The wire-
less information channels consists of two distinct sets
of channels : uplink channels and downlink channels.
The downlink channels consist of on-demand chan-
nels and a broadcast channel. While a MC needs data
from servers, he first monitors the broadcast chan-
nel. If the MC finds the desired data broadcast from
servers, he/she will save it in local memory. Other-
wise, the MC sends a request to the server through
an uplink channel, and waits for the required data
sent by the server in an on-demand channel.
Servers gather statistic in data items used fre-
quently by MCs and broadcast the desired data
items in the broadcast channel. The smallest log-
ical unit of the broadcast data is called a data page
which is made up by data items. The time required
to broadcast a data page is referred to as a time s-
lot. The server divides the broadcast data into many
data pages, and these data pages are referred to as
broadcast set. Servers schedule a-sequence of these
data pages to be broadcast. Such a schedule consist-
ed of a sequence of data pages is called a broadcast
program (or broadcast cycle). The server broadcast
the broadcast program repeatedly until a new broad-
cast program is made. After a period of time, MCs
will report their access patterns to the servers in
order to gather statistic the page access frequency
and the relationship of data pages. The server can



generate a broadcast program based on these access
patterns.

Some earlier work on broadcast-based database
system has been investigated by Datacycle [3, 5]. In
their work, the server would simply take the union of
the statistic data of MCs and broadcast the result-
ing set of data pages cyclicly. Each page is broadcast
one and the only one time in a broadcast program
and such a broadcast program is referred as a flat
broadcast program. With the flat broadcast, the ex-
pected wait for a page on the broadcast is the same
for all page (namely, half a broadcast program cy-
cle time) regardless of their relative importance of
clients. The flat broadcast is depicted i Figure 1.
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Figure 1: A Flat Broadcast Program

As servers broadcast the program page by page,
retrieving data page can be viewed as accessing da-
ta from the sequential access device. This makes
long access time for MCs. For an example of a flat
broadcast program, average access time for retriev-
ing a page is half a broadcast program cycle time.
Therefore much related work focused on how to re-
duce the access time on retrieving data pages in the
wireless broadcast environment.

One of the improvement methods is the Broad-
cast Disk method proposed by Acharya et al. [1].
The Broadcast Disk idea is very simple, it assigned
the pages to several "air disks” which rotation speed
is different. The faster disks are with smaller space
while the slower disks are with larger space. System-
s would assign the hotter pages to the faster disks,
then these hotter pages can be broadcast more fre-
quently. The colder pages would be assigned to s-
lower disk for broadcasting less frequently. An ex-
ample of a Broadcast Disk algorithm is illustrated
in Figure 2. The database (broadcast set) contains
11 pages, and systems assign these pages to three
disks, Disky, Disks, and Disks. In this example,
Disky, Disk,, and Disks contain 1, 2, and § pages,
respectively. Speed of Disk; is twice as speed of
Disk-, and speed of Disk, is twice as speed of Disk;.
Hence, pages in Disk, are to be broadcast twice as
frequently as pages in Disks, and four times as fre-
quently as pages in Disks. According to the Broad-
cast Disk algorithm performance analysis, the access
time of most MCs will be decreased. However, the
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parameters of the Broadcast Disk algorithm (includ-
ing disk number and relative broadcast frequency)
should be set painstakingly, a bad setting may gen-
erate an unsuitable broadcast program (which length
is much longer than a flat broadcast program). An
unsuitable broadcast program might make the aver-
age access time longer than a flat broadcast program.
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Figure 2: A Broadcast Disk Program

In the past related papers, all of them assumed the
pages retrieved by MCs are independent, but such
assumption is unreasonable. In the wireless broad-
cast environment, MCs often need external data to
make their applications work successful. When the
external data is needed by MCs from servers, the
applications will be blocked until the desired data
is obtained. Therefore, the time delay applications
go on running is depending on the time the desired
data is obtained. The data desired by MCs may be
in several pages instead of one pages. Thus blocking
time of MCs applications is access time to retrieve
all these desired pages. Only discuss access time re-
trieving one page is less meaning because the MCs
application still need to wait for other desired pages
to go on running. For example, a client applica-
tion, C; needs P, P», and P; three pages. When
C; obtains P, C; is still monitoring the broadcast
channel because it can’t continue executing without
P, and P;. Only after obtaining all P, P», and
P; pages, C; can go on executing. Hence, comput-
ing access time that C; retrieve all desired pages is
more meaningful than access time to retrieve indi-
vidual page. It is hard to know the number of pages
a client application needed beforehand, so we con-
sider a requirement of a MC needs to retrieve data
from the broadcast channel as a query. A query con-
tains one or more pages, it depends on the number
of data items satisfied the query. Our interesting
performance metrics is computing response time to
access all pages satisfied a query, instead of response
time accessing an individual page.

This paper focus on wireless broadcast environ-
ment. Some assumptions should be restricted in or-
der to make our initial work feasible. These assump-
tions include:

@ The server broadcasts page over a single chan-
nel. All MCs retrieve data pages from this single
channel.



e When a MC switch to the public channel, it
can retrieve data pages immediately. The de-
lay for hardware/software preparation to begin
monitoring the broadcast channel is short. The
short delay doesn’t make a great effect on our
work, hence, we assume a MC can retrieve data
pages immediately when it switch to the broad-
cast channel.

e MCs retrieve data pages from the broadcast
when external data is needed; there is no
prefetching.

e We assume the MCs are simple and without
a great amount of memory; there is no cache
scheme on the MCs.

3 Compressed Broadcast Data
Algorithms

It is effective to delivery data by broadcast proto-
col in wireless environment. However, a drawback is
that accessing the broadcast data is sequential ac-
cess. When MCs retrieve data pages, long access
delay will be caused. The Broadcast Disk method
is proposed to alleviate the problem of long access
delay. The Broadcast Disk method uses the access
frequency of each page to generate a Broadcast Disk
program, and this program makes most MCs retrieve
desired data pages in shorter access time than a flat
program. However, the length of a Broadcast Disk
program is longer than the length of a flat program,
access time of some pages (cold pages) will become
longer. If some of data pages satisfied a user’s query
are in the cold pages, access time of the query is cost-
ly. Even though most pages are retrieved in short
time, a MC might spend much access time on moni-
toring the broadcast channel just only one of desired
page is in cold pages. ‘

To reduce the access time for retrieving pages sat-
isfied a query, a broadcast program which can offer
shorter access time than the Broadcast Disk method
is necessary. We proposed two compressed broad-
cast data algorithms to reduce the access time for
retrieving pages satisfied a query. Qur central idea
is compressing the data pages before they are broad-
cast, then generating a broadcast program by using
these compressed data pages. An advantage of this
kind of compressed broadcast programs is offering
shorter access time for retrieving all data pages, be-
cause the length of the compressed broadcast pro-
grams is shorter than original broadcast programs.
A compressed page will be uncompressed in MC’s
local memory, and few time cost is spent on the un-
compressing operation. Usually, size of a compressed
page is less than 10K bytes, the time cost of uncom-
pressing a compressed page is much less than time
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cost of receiving a compressed page from the broad-
cast channel. Therefore, time cost spent on the un-
compress operation can be ignored.

‘We proposed two compression algorithmns to com-
press broadcast data pages, one is compressing raw
pages based on frequency of raw pages; the other
is compressing raw pages based on query. The goal
of compression algorithms is reducing the length of
broadcast programs, and makes the access time of
data pages become shorter. The first proposed com-
pression algorithm compresses the pages with sim-
ilar frequency into compressed pages; and the sec-
ond proposed compression algorithm compress the
pages which appear together in a query into com-
pressed pages. A broadcast program is generated
by using these compressing the raw pages, and the
Broadcast Disk algorithm is employed to do such the
work. Our work focused on proposing algorithms to
reducing access time of retrieving data pages over
the broadcast channel, instead of how to schedule
the broadcast pages. Therefore, we used an exist-
ing schedule algorithm in our proposed algorithms,
and didn’t offer a new schedule algorithm in this re-
search. The reason we adopted the Broadcast Disk

~ algorithm to schedule the compressed pages rather

than a flat broadcast method is the former algorith-
m offers better performance. The analysis of these
two methods can be found in [1, 2].

Our proposed compression algorithms can be di-
vided into tow phrases. The first phrase is generat-
ing the compressed pages set. This phrase can be
done by compressing raw pages based on either fre-
quency or query. The second phrase is generating a
broadcast program, and the Broadcast Disk algorith-
m is employed to finish this work. In the following,
we’ll elaborate our proposed algorithms.

3.1 Algorithm 1: Compression Based
on Page Frequency

Our first proposed compression algorithm is com-
pressing raw pages based on frequency of each raw
page, and raw pages with similar frequency will be
compressed together. That is, a hot page will be
compressed with other hot pages; and a cold pages
will be compressed with other cold pages. A char-
acteristic of this compression algorithm is a hot raw
page will be still in a hot compressed page; and a
cold raw page will be in a cold compressed page.
A broadcast program which is generated by these
compressed pages and the Broadcast Disk algorithm
preserves the property of traditional Broadcast Disk
method, i.e., the broadcast times of hot data pages
is more than the cold data pages. Another advan-
tage of this algorithm compared with the traditional
Broadcast Disk method is this algorithm produces a,
short broadcast program.



A variable, compression._ratio is used to control
the number of pages which are to be compressed
together. The different compression algorithms are
employed, the compression.ratio will be differen-
t. In first phrase, this algorithm first sorts the raw
pages by their frequency from hot to cold. Then
every compression_ratio pages from hot to cold in
the sorted raw pages will be compressed as a set
of compressed pages. In the second phrase, we
borrowed the Broadcast Disk algorithm to generate
compressed broadcast program. Scheduling method
can be other one, even a new one to do this work.

The details of algorithm are described as follows.
Algorithm 1: Compression Based on Page
Frequency

Require: raw pages, P;, where 1 < ¢ < n.
compression.ratio (the number of pages which
will be compressed together).

Ensure: CompressedProgram is the compressed
broadcast program.

1: Sort raw pages by their frequency as Py, Ps, - -+,
P, where P is the page with the most frequen-
¢y, and P, is the page with the least frequency.

2: for i = 1 to n step compression._ratio do

CompressedPage;.content=
compression{P;.content, Pjiy;.content, ---,
Pt-l-compresszon_ratw—l Content);

4:  CompressedPage;.freq=
P;. freq+R+1 fregt--+ i+compression_ratio—1- freq
compression_ratio

5: end for
6: if n mod compression._ratio # 0 then

7. CompressedPage;1.content=compression (P,

Pn—h Y Pn——(n mod compreasion_ratio)—i—l);
8 CompressedPage; 1 .freq=(Py, .freq+Pn_1.freq
T+ "/‘Pn—(n mod compression_ratio)+1 'fTEQ)/
(n mod compression_ratio);
9: end if
10: CompressedProgram=BDalgorithm(
CompressedPage;, CompressedPages, - -,

CompressedPage[m]);
11: Algorithm completes. The output is Com-
pressedProgram.

Note that two functions, compression and BDal-
gorithm are employed in this algorithm. The com-
pression function is used to compress the pages in the
parameters, and returns the compression result. De-
signers can use any existing compression algorithm
to achieve this object. The BDalgorithm function is
used to generate a broadcast program. This program
generating function is borrowed from the Broadcast
Disk algorithm [1}. This function will generate a
broadcast program by the Broadcast Disk algorith-
m, and the parameters are the compressed pages and
their associated frequency. As we mentioned in Sec-
tion 2, Broadcast Disk algorithm needs four param-
eters to generate a broadcast program. We don’t
decide the disk number and the relative frequency
of each disk, because these two parameters setting
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should be generated auntomatically by the BDalgo-
rithm.

3.2 Algorithm 2: Compression Based
on Query

This algorithm compresses raw pages by relation-
s between the data pages and queries. In order to
record the relation between data pages and queries,
servers should maintain a table, called query table.
This table contains two fields, one is Queries and the
other is Desired data pages. The Queries field stores
query identities which are used frequently by MCs;
the Desire data page field stores the data pages which
are needed in the corresponding query. Servers can
know which pages would satisfied a query through
the query table. Figure 3 shows the schema of query
table. The schema of the query table is quite simple
and easy to implement. The size of each record in the
table can be as 42 byte wide, if size of a Queries value
is two bytes, and size of a Desired data pages value
is 40 bytes (assume a page size is four bytes, and a
query contains at most ten pages). Hence, even if a
server is managing 100,000 queries and their associ-
ated pages (which is a large number for the query
table), the size of the query table is only 4.2Mbytes.
It is easily handled by any current DBMS. The data
of the query table is used to generate a broadcast
program, and can be deleted after a new broadcast
program is made up. Thus, the size of the query
can’t grow up, only fixed disk space is needed for
the query table.

| Queries | Desired data pages |

Figure 3: A schema of query table

The second algorithm proposed in this paper is
compression based on query. The server gather s-
tatistic in the information which queries issued by
MCs are used frequently. According to the Desired
data pages of the queries from query table, pages ap-
peared in the same query are compressed together as
far as possible. Compressing raw pages in such way
reduce not only the broadcast program length, but
also the times of retrieving compressed pages from
the broadcast channel. Reducing the times of re-
trieving compressed pages from the broadcast chan-
nel means reducing access time for retrieving total
pages of a query.

To represent the relation between data pages and
queries, the data structure, graph is used to describe
such relations. The vertices in graph denote the
pages, and the edges denote the relation between
pages and queries. Assume v; and v; represent F;
and Pj, respectively, the edge, e;; exists if P; and F;
are in the same query. We also define the weight,
w;; on the edge, e;; as the frequency that F; and



P; are in different queries. For example, the server
has the information about pages and queries as Fig-
ure 4. There are three nodes in this graph because
the pages union of queries, {Q1, Q2, Q3} is {P1, Pa,
P;}. From the pages in 1, the edge, e12 is added to
the graph due to P, and P, are in Q1. In such man-
ner to examine (Y5 and @3, two additional edges, ei3
and esg are added to the graph. Deciding the weight
on a edge needs to scan one pass of query table. wis
equals to two because P and P appear together in
1 and Q2. w3 and weg can be computed by the
similar way. The result of the transformation from
the query table of Figure 4 to a graph is depicted in
Figure 5.

Queries | Desired data pages
o) P, P
Q2 Py, P, Ps
Q3 P27 P3

Figure 4: An example of query table

Figure 5: The graph representation of Figured.

We use a heuristic method to make the pages ap-
peared together in the same query be compressed.
By this way, the utility rate of a compressed page
retrieved by an MC will increases, that is, more raw
pages in a compressed page are the desired pages of
an MC. Increasing the utility rate of a compressed
page can reduce the times MCs retrieve the broad-
cast channel. Reducing the times MCs retrieve the
broadcast channel also means reducing the access
time for retrieving desired pages. In first phrase of
this algorithm, our heuristic method first selects the
vertices adjacent to the edge with maximum weight
as compression set (vertices in this compression set
will be compress together). If the number of com-
pression set is less than compressi_ratio, then find
a vertex which is not in the compression set and the
weight the vertex connects to the compression set
is maximum. After finding such a vertex, add this
vertex to the compression set. Continue this step
adding vertices to the compression set until the num-
ber of compression set equals to compressi_ratio,
then the pages in the compression set are compressed
into a compressed page. The algorithm will com-
press such pages as possible. But some rest raw
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pages may be still not compressed in this way, the
algorithm will compress them into compressed pages
as random order. Give an example of compressing
pages in Figure 5, and assume compressi_ratio is set
to 2. Our heuristic method will find ey, is the edge
with maximum weight, then vy, and v, are added to
the compression set. We mark the compress set with
a bold circle in Figure 6. Now, because the number
of compression equals to compressi_ratio, P, and
P> will be compressed into a compressed page. This
step is depicted in Figure 6. After compressing all
raw pages, the Broadcast Disk algorithm is employed
to generate a broadcast program, and it is the work
of the second phrase.

Figure 6: A suitable selection to compress data
pages.

We also use compressed pages to generate a broad-
cast program by the Broadcast Disk algorithm. In
order to use the Broadcast Disk algorithm, frequen-
cy of each compressed page should be known. A way
to take the compressed page frequency is computing
the average of frequency of pages in the compressed
page.

The details of algorithm are described as follows.
Algorithm 2: Compression Based on Query

Require: raw pages, P;, where 1 < ¢ < n.
compression_ratio (the number of pages which
will be compressed together),

Ensure: CompressedProgram is the compressed
broadcast program.

1: S = 0; counter = 0;

2: Use a graph to represent the relation between
pages and queries. The nodes, v; and v; rep-
resent the pages, F; and F;, respectively. The
edge, e;; exists if P; and P; are in the same query.
The weight of edge, e;;, is the frequency that P;
and P; are in different queries.

3: if § # 0 then

4:  Find out the edge with maximum weight, e;;,

where v; € S, and v; is not marked,;

5. if e;; is found then

S =S5uU{v;}; {Add v; to S.}

@



7.  else
8: mark all edges connected to the points in S;
9: S = @;

10: end if

11: else

12:  Find out the edge with maximum weight, e;;,
where v;, v;, and e;; are not marked;
13: S= {vi,vj};
14: end if
15: Mark v;, vy, €55;
16: if number(S) == compression_ratio then
17:  Compress pages in S as
CompressedPagecounter.content;  {A  com-
pression function is employed here. }
18:  Compute the average frequency of these pages
as CompressedPage ounter-freg;
19:  counter = counter + 1;
20 S =10;
21: end if
22: if there exists a node isn’t marked then
23:  go to step 3;
24: else
25:  go to step 27;
26: end if
27: Compress the pages didn’t be compressed yet
into compressed pages by random order.
Assume there are total m compressed pages.
28: CompressedProgram=
BDalgorithm( CompressedPage
CompressedPage,,- - -, CompressedPagen,);
29: Algorithm completes. The output is Com-
pressedProgram.

Note that two functions, compression and BDalgo-
rithm, are also employed in this algorithm. The two

functions are basically the same as those discussed

in last subsection.

4 Performance Discussions: A
Case Study

As our experiment models are developing, the com-
plete performance analysis is not demonstrated in
this paper. We give a case study to show a rough
performance result for broadcast-based methods in
this section.

In this case study, 11 pages are in the broadcast
set, broadcast programs generated by three broad-
cast methods will be compared. The first compared
program is a flat program. The flat program is com-
posed by these 11 pages. The second compared pro-
gram is a Broadcast Disk program. This Broadcast
Disk program is the same as Figure 2, details of the
program can be found in Section 2. The third com-
pared program is our proposed compressed program
generated by Algorithm 1. Only one of our proposed
compressed algorithms is compared in this case s-
tudy, because the model of the compressed program

generated by Algorithm 2 needs more assumption-
s, such as query table. We didn’t ready complete
models yet, hence, only Algorithm 1 is used to com-
pare with other methods. In the third program, t-
WO Tow pages are compressed into one compressed
page. The parameter, number of disk, in the Broad-
cast Disk algorithm used in Algorithm 1 is two, and
pages in the first disk broadcast twice as frequently
as pages in the second disk. The first disks contains
two pages, one is compression of 1 and 2; the other is
compression of 3 and 4. Other compressed pages are
in the second disk. These three broadcast programs
are illustrated in Figure 7.

s [1]2]3]4[s] 6] 7]8[spcha]

broadcast disl lﬂzplsllbleﬁll'zla's' 1l3l10’11]

compression [1[5[3[7]1[9[3
tatgorithm) (21614 (8| 14

Figure 7: Three compared broadcast programs

Some assumptions is restricted in this case study,
including;:

e A query result contains only one page.

o Using time slot as the unit to calculate the ex-
pected delay. 1 time slot denotes the time cost
that servers broadcast a page.

e The length of each page is fixed. This assump-
tion makes the time slots of each page are equal.

Access time is the sum of expected delay and page
retrieving delay. Because the length of page is fixed,
expected delay of the desired pages is the main factor
to determine access time. Hence, calculating access
time can be replaced by calculating expected delay.
Figure 8 shows the expected delay for page request-
s given various MC access probability distributions,
for the three compared broadcast program. The ex-
pected delay is calculated by multiplying the prob-
ability of access for each page times the expected
delay for that page and summing the results. Note
that in our probability distributions, page 5 to page
11 are with the same value of probability, we only
use one column to record it for the convenience to
read.

From Figure 8, it is clear to observe our pro-
posed compression algorithm is more outstanding
than other two methods in most probability dis-
tributions. This performance improvement is from
the shorter program cycle. Our compressed pro-
gram length is eight, but the Broadcast Disk pro-
gram length is 16. Long program length increases
the expected delay for a page. Hence, the Broad-
cast Disk program makes longer access time than
our compression algorithms. Furthermore, expected
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Access Probability Expected Delay
(in time slots)
1 I 2 j 3 4 J 5 o~ 11 flat programJ Broadcast Disk program compressed program (Alge. 1)
0.34 | 0.165 0.165 0.04125 0.04125 5.5 4.64 2.5775
¢.50 | 0.125 0.125 0.03125 0.03125 5.5 4 2.4375
0.75 | 0.0625 | 0.0625 | 0.0015625 | 0.0015625 5.5 3 2.225
0.90 | o0.025 0.025 0.00625 0.00625 5.5 2.4 2.0875
1 0 0 0 o 5.5 2 2

Figure 8: Expected delay for various programs

delay of our compressed program is stable no matter
the access probability is skew or not (expected de-
lay varied from 2.5775 to 2), however, the Broadcast
Digk program is great effected by the data skew fac-
tor (expected delay varied from 4.64 to 2). It shows
our proposed compression algorithms are suitable in
most situations.

5 Conclusions

Broadcast-based methods are used widely in asym-
metric communication environments, including wire-
less environment. However, a drawback is wireless
data broadcasting can be viewed as data in the se-
quential access device on the air. When MCs need
external data, they would monitor the broadcast
channel and wait for the server broadcast broad-
cast the desired data. For the sake to reduce ac-
cess time, we proposed two compression algorithms
to compress the raw pages before server broadcasts a
program. Our proposed algorithins make the broad-
cast program become shorter than one generated by
Broadcast Disk algorithm or flat broadcast. Hence,
the broadcast cycle time of compressed broadcast
programs become shorter than program cycle time
generated by other methods, and all pages are still
broadcast. The shorter broadcast cycle time is ben-
eficial for all mobile clients to reduce access time of
any data page.

Our future works will focus on the study of per-
formance analysis of the proposed two algorithms.
We will complete the performance experiments, then
show the improvement of our two compression algo-
rithms. When an MC retrieves compressed pages
from the broadcast channel, many raw pages in the
compressed pages are discarded. To improve the u-
tility rate of the raw pages in compressed pages, one
possible way is to co-operate with the cache strate-
gy in the MCs. Increasing the utility rate of a com-
pressed page is another work of our next step.
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