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Regression variable selection using LASSO algorithm

Abstract

This study considers using the LASSO (least absolute shrinkage and selection
operator) method to select important independent variables in linear regression models.
The LASSO method is a supervised learning algorithm. By constraining the properties
of the residuals, an interpretable regression model is developed, and the constrained
parameters are set to be zero. This report discusses how to appropriately select
important variables via a simulation study when there are too many independent
variables or even the number of independent variables greater than the number of
sample size. We use simulated data in 500 replications to show how the LASSO method
selects important variables of the regression model. Finally, the results of simulation
data are provided, which show that almost all important variables and half of the correct

combination of variables can be accurately selected.

Keyword : LASSO; big data; linear regression; machine learning; variable

selection.
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1 Introduction

With the advent of big data, data acquisition is more convenient than ever, but it has
also created large-scale data. The big data contained in huge amounts of data is beyond
the capacity of traditional software. Due to recent technological advancements, the
convenience of data release, and the transparency of data, big data and machine learning
have attracted attention. In many data sets, hundreds or more variables are included,
which makes it necessary to select variables and dimensionality reduction techniques

appropriately to maximize the explanatory power of the model.

Big data makes machine learning and statistics a popular subject, and it also makes
the development of big data tools faster, easier to obtain and use. E-commerce giant
Amazon uses big data to predict customer behavior, significantly reducing logistics and
warehousing costs. U.S. restaurant review website Yelp also provides a
recommendation system for consumers to increase consumption through big data.

Machine learning is an algorithm that automatically analyzes and obtains rules from
data, and uses the rules to predict unknown data. Machine learning is divided into
supervised learning, unsupervised learning and semi-supervised learning. LASSO (least
absolute shrinkage and selection operator) method proposed by Tibshirani (1996) is an
algorithm in supervised learning. The LASSO method is one of the methods of variable
selection in the regression model. Many variable selection methods exist for regression
model such as forward selection method, backward elimination method, stepwise
method and C,,, but when there are a large number of variables, there are too many
combinations of regression models which often takes up a lot of time and energy. In
other words, when we face with sparsity and p >> n problems, it is impossible to use
any of the above-mentioned methods to select the important variables. The LASSO

method improves this problem and can effectively select model variables.

The LASSO method improves general regression model by forcing the parameters
to return to 0 through the restriction, and effectively selects the model parameters to
make the model simpler. This article mainly discusses how to use R package,”glmnet”,
to select variables based on the LASSO method and provides results through simulation
data in 500 replications wherein almost all important variables can be correctly selected.
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2. The LASSO Method

In the general setting, the linear model is as follows

Yi=BFo+ B Xy + -+ BpXp 1=12,..n,

where Y =( y,¥2..,¥, )T is a response variable and X, =
( X11,X12) »X1n )7 oo Xp = ( Xp1,Xp2, -, Xpn )7 @re independent variables.

Regression variable selection is an important step for building a regression model
because, in the process of selecting variables, we have a total of 2P combinations. Therefore,
we aim at how to choose important variables to interpret the model and find an appropriate

subset of independent variables.

Regarding regression variable selection, the common methods are stepwise selection,
forward selection, backward elimination, all subset methods (e.g. adjusted R squares)
and C,. When we deal with sparsity and p >> n problems, it is impossible to use any
of the above-mentioned methods to select the important variables. There are insufficient
degrees of freedom to estimate the full model when there are too many variables or even
when these exceed the number of samples. LASSO method is a relatively new
alternative which overcomes this shortcoming.

In the linear regression model, we usually use the least square method to estimate our
parameter f, S, ..., B, using the value that minimize formula (1)

n

p 2
RSS:Z Yi_BO_ZBinj :
=1

i=1

1)

James et al. (2013) uses the constraints of the LASSO method to minimize the
number of coefficients and effectively select our model variables as follows

n

p 2 p p
Z Yi_BO_szXij +7\Z|Bj| :RSS‘H\ZlB” '
j=1 j=1 j=1

i=1

2

5 FCU e-Paper (2019-2020)



Regression variable selection using LASSO algorithm

In formula (2), a penalty term A is added to limit coeficcient estimates pS;
towards zero, and when the turning parameter A is large enough, the penalty term can

force some parameter estimates to be exactly equal to zero.

3. Simulation

In this section, we consider to select regression variables and use simulation data
to present the results when the variables are greater than the number of samples.
Consider the sample size N=100, number of variables P=200, independent variables
X1, X5, ..., X500 from the normal distribution. There are 1.60694E+60 (22%°-1)
combination of subset variables. We only allow 10 variables to be the important
variables. We use the LASSO method to solve sparsity and p >> n problems.

Randomly select 10 variables as the important variables and let the parameter g
of these 10 variables come from the uniform distribution from -5 to -1 and 1 to 5 while
the parameters of the remaining variables are zero. Our response variable Y is equal to
X times beta and plus an error term, where the error term comes from the T distribution
with a degree of freedom of 5. Under the simulation setting, we use LASSO method to

select our important variables in 500 replications.

Stepl:

Generate data containing 200 variables X from the normal distribution, where the
first column is fixed to 1 in order to allow B, to be presented. We use "rmvnorm" in
package "mvtnorm" to generate data from the normal distribution, with the number of

samples "n" equal to 100, the mean range between 0 and 200 and the method "svd".

Tibrary("mvtnorm™)

n <- 100

x=matrix(0,100,201)

x[,1]1=1

x[,2:201]=rmvnorm(n = n, mean = rep(0,200), method = "swvd")

Table 1 shows the generated data X with sample size N equal to 100 and number
of variables P equal to 200 plus a constant term. From this, randomly select 10
variables from 1 to 200 variables as the selected variables with beta ranging from -5
to-1and 1 to 5.
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Table 1. Generated data (X)

N

1 1 Xl X2 ---.-.XZOO

2 1 Xl X2 ---.-.XZOO
1 X1 X X200

100 1 Xl X2 ---.-.XZOO

To randomly select 10 important variables from the 200 variables, use "sample"
and set "replace=F" so that parameters do not repeat. To include the constant term, set

the dimension "p" to be equal to 201 and let "s" be the variable selected randomly.

Next, to determine the range of the parameters, set the range between -5 to -1 and
1 to 5. Here, 0.1 is used to divide the range, and then use "sample" to determine the
parameters.
p =- 201
s =— c(l,sort(sample(2:201,10,replace = F)))
beta=rep(0,p)
pos=seq(l,5,by=0.1)
neg=-seq(l,5,by=0.1)
b=c(neg,pos)
betals]|=sample(b,11,replace = T)

Step2:

Let Y be equal to X times beta plus an error term from the T distribution with 5
degrees of freedom, which is then fitted with the LASSO method to find the selected
variable beta. Use the R package "glmnet" to help find the best variable selected.
Separately record the number of times each variable has been selected, and the

combined result of the variable.

Tibrary("glmnet™)

y = x %%% beta + rt(n,df=5)
fitlz=glmnet(x,vy,alpha=1,pmax=10,standardized=T,intercept=T)
b=coef(fit2,s=0.001)

"fit2" is our first regression model, "alpha" set to 1 means the LASSO method is
used, "pmax" means to find the number of important variables in the model which is set
here to 10. In addition, "standardized=T" is used to standardize the data and
"intercept=T" to include the constant term as our important variable. Finally, extract all

the variables with "coef".
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It is easier to record the number of variable selections separately, but relatively
difficult to record the result of the combination. Therefore, when recording the results
of each combination, convert the numbers presented in the results into "string" to extract

the variables in sequence and consequently record them together.

Here loops pick out each variable first and then convert them to string form one
by one before connecting them together which becomes the combined result. Under the
definition of string space "d", we use loops to extract the selected variables "b@i",
respectively, and use "paste" to link them together to obtain the combined result.
d=as.character ()
for (v in 1:length(b@i)) {

q=b@i [v]
d=paste(d,q)

Step3:

Finally, repeat the above steps 500 times to calculate the number of times the
variables have been selected and determine which group of variables has been selected
the most. Compare the difference between the results of 500 simulations and the

variables originally selected.
The ten true independent variables originally selected are (0, 9, 32, 33, 35, 59, 66,
84, 94, 106, 199). Comparing with the first simulation result of the LASSO method, the

results are as follows.

Table 2. Result of variable selection based on one simulated dataset

True Bo Bo Bsz PBsz  PBzs  Bsa Pes BPos Pios Pioo  Pea
independent -1.7 26 -19 28 -29 38 -33 37 -11 -24 14
Variables

One Bo Bo Bz PBsz  PBzs  Bsa PBes BPos Pios Pios  Pi17
simulated -14 114 -08 205 -11 22 -19 26 -03 -14 -13
dataset

Table 2 shows that the variables selected through the LASSO method are slightly
different from those set at the beginning. Observe that only Bg, from the true
independent variables is not selected, and S;,, is selected instead. It can be clearly
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seen that when the variables selected by LASSO method are consistent with the true
variables, the parameter estimates are close, and when the selected variables do not
include the true variables, the error is obviously different. Table 3 shows that the most
of correct rates for individual parameter are greater than 92% except for two variables,
Bsa and P06, Whose correct rates are 76.6% and 52.6%, respectively. Nevertheless,
these two variables have been selected more than half the number of times.

Table 3. The proportional result of the number of times each variable is selected

:89 1332 1333 ﬂ35 ﬂ59
True Independent 99.8%  92.6% 100% 99.8%  100%

Variables Rate Bee Psa Bos B106 B199
100% 76.6% 100% 52.6% 98.6%

Figurel exhibits the frequency of each variable that have been selected by the
LASSO method based on 500 replications. The X axis represents the real variable and
the Y axis represents the number of times each variable is selected. Figure 1 shows that
most of the important variables are correctly selected.

Figure 1. The number of times each variable has been selected
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Finally, a comparison of the number of selected model variables for each group

based on the simulation study. There are 233 combinations of results for 500
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replications. Three highest frequencies are listed in Table 4. The highest relative
frequency is 41%, which is the true model, the second and third best models are the
subsets of the true model. It is interesting to note that the seond best model only
excludes f;0¢ for the true paramters and the third best model only lacks of Sg,.

Table 4. The result of combination of selected variables in 500 times

True independent Variables
0 9 32 33 35 59 66 84 94 106 199

Simulated dataset in 500 replications Frequnecy Relative
Frequency
09 32 33 3559 66 84 94 106 199 205 41%
09 32 33 3559 66 84 94 199 22 4.4%
09 32 33 35 59 66 94 106 199 6 1.2%

The results show that the number of correct selection of our true important
variables is the highest, so through the LASSO method it is indeed possible to select
our important variables when the variables are greater than the number of samples.

4. Conclusion

We provide the simulation results of the LASSO method. When there are too many
variables or even when these are greater than the number of samples, we compare the
parameter estimates and we obtain effective variable selection. The results also clearly
show that when the variables are greater than the number of samples, our important
variables can be selected through the LASSO method. However, we only consider the
situation where the variable is a numerical value. When the variable is categorical, the
problem of whether an accurate variable selection can be obtained may be considered
to extend the discussion in the future.
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