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Abstract

Self-healing is a key issue in developing reliable
and efficient Asynchronous Transfer Mode (ATM)
networks, because it can provide the network with the
fatlure recovery ability and reduce the economic and
social damage caused by network failure. In the past,
most of the self-healing algorithms proposed in the
literature emphasize on how to achieve 100% fault
restoration rate and leave the bandwidth utilization as a
minor issue. In this paper, we propose two new self-
healing algorithms for mesh typed ATM networks to
improve the bandwidth utilization while keeping the
restoration rate as high as possible. Both of these two
algorithms combine restoration technique with dynamic
VP routing strategy to improve the network resource
utilization. The main difference between these two
algorithms is the underlying VP bandwidth allocation
mechanism. The performance of these two algorithms are
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evaluated. through simulations and are compared to one
existing algorithm. With the combination of self-healing
and dynamic routing, the proposed two algorithms yield
near zero blocking probability while maintaining
reasonable restoration rate. A new performance metric,
referred to as restoration reward, is also porposed to
evaluate these two algorithms to show how much reward
can be restored during a network failure.

Keywords: ATM, Virtual Path, Adaptive Routing, Self-
Healing

1. Introduction

Since the rapid advances in optic transmission and
switching technology and with the increased demand for
various kinds of communication services (e.g., data,
audio, video and/or mixed type), broadband ISDN (B-
ISDN) nowadays has become more and more important.
Due to the heterogeneous nature of traffic sources, the
traffic carried within B-ISDN system requires a wide
range of bandwidth, ranging from about a few Kbps up to.
hundreds of Mbps, and very different Quality of Service
(QOS) requirements, such as end-to-end delay, jitter, and
cell loss rate. Hence, the key to a successful B-ISDN
system is the ability to support multiple classes of traffic
with different service performance requirements.

The cell-switched Asynchronous Transfer Mode
(ATM) technique has been proposed by ITU-T as the
target technique for future B-ISDN [1]. To support
multiple classes of traffic with different quality of service
requirements, five classes of transport protocols, the
ATM Adoption Layer (AAL) protocols, have been
defined in ATM networks {2,3]. For example, AAL 1 and
2 protocols are defined for video applications and AAL 5
protocol is defined for efficient transmission of data



trafic. To multiplex/demultiplex different types of
traffic efficiently, ATM adopts the nonhierarchical, cell
based multiplexing/demultiplexing technique. The in-
formation transported in ATM networks is packetized
into a short fixed size unit, called cell. Based on sim-
plified hardware and software, such cell switching tech-
nique enables ATM to provide flexible and efficient
multiplexing/demultiplexing operations on transmission
channels. Because of these advantages, ATM is able to
meet the challenges for providing B-ISDN services and,
hence, is considered as the best target technique for re-
alizing B-ISDN.

In ATM networks, the concept of Virtual Path (VP)
is proposed to reduce the nodal costs and simplify both
the transport network architecture and OAM (oper-
ation, administration, and maintenance) functions by
grouping connections sharing common paths through
the network into a single unit [4, 5]. Intuitively, a VP
can be thought as a single logical direct link between
a source node and destination node. Especially, by re-
serving resources, such as bandwidth and buffer space,
to VPs, a virtual channel (VC) of a VP can be setup
at the source node, without invoking any call processing
procedure at the transit nodes along the VP [4,6]. On
the other hand, we can set up a VP by merely reserving
the Virtual Path Identifier (VPI) and do not reserve any
resource to the VP in advance. The allocation of VP ca-
pacity is then deferred until a VC needs to be established
on this VP. The later feature is especially useful for net-
work to cope with unexpected sudden traffic changes,
e.g., a link failure.

Due to the volume of traffic carried on VP is usu-
ally large, once the network failure occurs, such as fiber
cut or nodes go down, a large number of applications
that go through the affected VPs will suffer from the de-
graded transmission service or even not able to maintain
the connectivity from source nodes to destination nodes.
To minimize economic and social damage caused by
node/link failure, and provide an robuster network envi-
ronment, many researchers have devoted to the study of
ATM VDP-based Self-healing technique to enhance net-
work reliability within B-ISDN system.

The goal of self-healing technique is to be able to
detect and fully recover from network failures, either
link or node failure, as soon as possible. In most past
research, this goal is achieved by exclusively reserving
certain redundant resources in advance in order to pre-
vent any unexpected sudden accidents. Since the net-
work traffic dynamically changes from time to time, the
amount of redundant resources to be reserved must be
conservatively estimated in order to ensure 100% failure
restoration. Therefore, how to manage these spare re-
sources efficiently and economically is a very important
issue, because at one hand, the amount of reserved re-
dundant resources must be large enough to ensure the
100% restoration. On the other hand, since the redun-
dant resources are reserved exclusively for the use of
failure restoration, we can expect that, during most of
the time, they are wasted. The purpose of this study is,
thus, to propose a new self-healing technique which com-
bines restoration technique with dynamic VP routing to
improve the network resource utilization.

The remainder of this paper is organized as follows:
in section 2, we briefly survey the existing self-healing
techniques. In section 3, our motivation for proposing
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new self-healing scheme is stated first, we then propose
two new self-healing schemes. In section 4, performance
of our schemes are evaluated through simulations. Fi-
nally, section 5 concludes this paper.

2 Literature Survey

Much research has been devoted to the development of
the self-healing schemes for ATM networks based on the
virtual path techmique. Since the virtual path configu-
ration is highly dependent on the network topology, self-
healing schemes that have been proposed in the litera-
ture can be classified by their underlying network topolo-
gies. Specifically, the network topology of an ATM net-
work can be either a mesh or a ring. Due to the special
structure of the ring topology, the self-healing schemes
for ring typed networks are much simpler than that of
mesh typed networks. In this paper, thus, we only focus
on self-healing schemes for mesh typed networks.

Many self-healing schemes for mesh typed ATM
networks have been proposed in the literature [7-13].
Among these schemes, most of them are distributed
algorithms. The platform of distributed self-healing
schemes can be summarized as follows. When a link
fails, the downstream site of the failed link becomes a
sender .node, and the upstream site becomes a chooser
node. Once the sender node detects the failure, it broad-
casts the restoration messages for all the affected VPs
bundled within the failed link through every possible al-
ternate path to the chooser node. While a restoration
message arrives at an intermediate node, a nodal counter
in the header is examined to prevent infinite broadcast-
ing. If the counter has not exceeded some threshold,
the intermediate node will modify the restoration mes-
sage by filling out the spare capacity it captured and
the ID of the next link on the alternate path. Then,
the intermediate node broadcasts this modified message
to all its neighboring nodes. On the other hand, if the
counter has exceeded certain threshold, this restoration
message will be discarded. When the chooser node re-
ceives these restoration messages, it will make a decision
about which alternate path could be possibly used for
failed VP restoration. This decision is made by simply
extracting the information enclosed in these restoration
messages. Once the chooser node has picked up one
alternate path for path restoration, it updates its own
VP routing table and sends a confirm message to all
nodes along the selected route. Upon receiving a confirm
message, certain amount of capacity will be reserved for
restoring the failed VP. In the meanwhile, the chooser
node also broadcasts a release message to all nodes on
unselected alternate paths to release the previously re-
served (captured) bandwidth.

In order to speed up restoration time and reduce the
number of broadcasting messages, the concept of preas-
signed backup VP with zero bandwidth reservation by
exploiting the ATM VP benefits has been introduced.
Specifically, for every target VP, we can setup one or
more backup VPs before failure occurs. The target VP
and its backup VP are totally path disjointed at link
level except that they share the same source node and
destination node, as shown in Figure 1. When network
failure occurs, the sender node detects the failure, it
sends a restoration message to the chooser node through



the preassigned backup VP only, rather than broadcasts
the messages to all adjacent nodes. When the restora-
tion message arrives at an intermediate node on the
backup VP, the node captures its current free capacity
and then bypasses the message to the next node on the
backup VP. After the chooser node receives the restora-
tion message, it switches the service traffic carried on
failed VP to the preassigned backup VP, if there exists
enough free capacity on the backup VP. Otherwise, this
fault restoration is failed.

There are two issues need to be solved in this ap-
proach, namely, how to preassign a backup VP for each
target VP and how to manage the redundant spare re-
source reserved on each VP/link. Assume the physical
network topology, configuration of each target VP, and
bandwidth allocated on each VP are already known, the
following approaches are proposed in [7,10]. In order to
prevent the condition that the target VP and its backup
VP crash at the same time, the backup VP should be es-
tablished independently from the target VP except their
common terminator nodes. That is, the backup VP and
the target VP are totally path disjointed at the link level.
By separating target VP from backup VP, we can guar-
antee that any single link failure will not cause all the
affected VPs and all their backup VPs go down at the
same time. Another factor needs to be considered when
establishing the backup VP is the length of the backup
VP. In order to reduce the message transmission time,
the length should be as short as possible.

For allocating redundant spare capacity on each link
for backup VPs, a good algorithm is proposed in [10].
For a summary of this algorithm, the readers are referred

o [10,15).

3 New Self-Healing Schemes

3.1 Motivation

In the literature, as discussed in the previous section,
most researchers have focused on how to achieve 100%
restoration under single network failure [7-13]. The
bandwidth utilization and connection blocking probabil-
ity are thus minor issues. In these self-healing schemes,
each link in the network is preassigned sufficient redun-
dant capacity in order to achieve the goal of 100% fault
restoration. This redundant capacity, however, cannot
be used until the network failure occurs. Since the net-
work operates under normal condition, i.e., without net-
work failure, during most of the time. Therefore, we
can expect that, under this kind of bandwidth assign-
ment policy, the network will have very low bandwidth
utilization. The low bandwidth utilization also implies
high connection blocking probability, espeaa.lly under
high traffic load conditions.

In this paper, we propose a new self~healmg scheme
which combines with dynamic routing algorithms to
improve the network bandwidth utilization under nor-
mal network operations while still provides near 100%
restoration rate under single link/node failure. The
main idea is to allow routing algorithms to utilize the
spare VP capacity when the network runs out of the
target VP’s capacity. Specifically, when a connection
arrives at a source/destination pair, the connection is
offered to target VP first. If the connection is blocked
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due to insufficient capacity on the target VP, the con-
nection is then offered to the back up VP which may
have reserved spare capacity, depends on the underlying
VP capacity reservation strategy.

Clearly, under normal condition, which is true for
most of the time, the spare capacity can be utilized to
reduce the connection blocking probability. Thus the
network bandwidth utilization can be improved. Of
course, the ability to achieve 100% restoration when a
network failure occurs becomes questionable. However,
the key point is if the degradation of the amount of re-
stored capacity under network failure is not very severe,
e.g., the difference of the amount of restored capacity
between our schemes and existing schemes is not sig-
nificant, then we believe the trade-off between blocking
probability and restoration rate is worthy. To evaluate
the performance of self-healing schemes, we proposed a
new performance metric, referred to as restoration re-
ward, which indicates the actual fault recovery capabil-
ity of self-healing schemes in terms of capacity of fail-
ure restoration. In our numerical results, we show that
when traffic load is high, our new self-healing schemes
yield higher restoration reward as compared to existing
schemes. On the other hand, under low traffic load, al-
though the restoration reward of our schemes is slightly
lower than that of existing schemes, the restoration rate
of our schemes is almost 100%.

Although our self-healing scheme cannot guarantee
for 100% restoration rate under a network failure, in
our numerical results, we will show that the restora-
tion rate will be acceptable from the point of view of
restoration reward. Therefore, we claim that our self-
healing scheme is able to yield high network bandwidth
utilization under normal condition while still provides
high restoration rate under network failures.

3.2 VP Capacity Allocation Policies

We have noticed that the design of self-healing schemes
is affected by the underlying VP capacity allocation pol-
icy. Therefore, in the following, we first describe two
commonly used, but rather different, VP capacity al-
location policies. In the next section, we will describe
our self-healing schemes under these two VP capacity
allocation policies.

The VP capacity allocation policy adopted in most
of the self-healing schemes proposed in the literature re-
serves dedicated bandwidth to VPs. Under this pol-
icy, all VPs bundled in the same link have their own
dedicated bandwidth, and the summation of these VPs’
capacities is not allowed to exceed the total capacity al-
located to the link. Furthermore, these bandwidth are
assigned exclusively to each VP, and hence, these band-
width are not permitted to share among VPs. There-
fore, each VP can be viewed as a physical link under this
policy. In order to achieve 100% restoration rate, dedi-
cated spare capacity is reserved to back up VPs in (8].
Or the spare capacity is reserved to each link, but not to
back up VPs in [10]. In either case, the reserved spare
capacity is not used under normal condition.

The VP capacity allocation policy proposed in [14]
is rather different from the previous policy. In this pol-
icy, VP capacity is allocated and deallocated ”on de-
mand”. That is, a certain amount of bandwidth is al-
located when the VP needs additioral capacity, e.g., a



new call arrives and finds no available bandwidth, and is
released when there is too much bandwidth on the VP.
The allocation and deallocation of a2 VP’s bandwidth is
done in units of "block” which is predefined by the net-
work manager and is sufficient to accommodate several
calls. The detailed VP bandwidth management algo-
rithm under the second allocation policy is described as
follows:

1. When a new call arrives at a VP,

(a) if current allocated bandwidth is not enough
for connecting a new arriving call, requests
for a block of bandwidth.

(b) If the request for increasing bandwidth is per-
mitted, then allocates the bandwidth for the
VP. Otherwise, blocks the call.

2. If unused bandwidth of the VP is less than certain
threshold, deallocates a block of bandwidth.

By carefully choosing the block size, the bandwidth
management overhead cost the call blocking probability
can be reduced. Consequently, the bandwidth utiliza-
tion can be increased.

3.3 Two New Self-Healing Algorithms

As mentioned previously, with the VP bandwidth as-
signment policy changed, the design of self-healing
scheme is varied. In this section, we, hence, propose
two new self-healing algorithms. The first self-healing
algorithm which is based on dynamic VP bandwidth
allocation policy is referred to as algorithm SHD, and
the second one is referred to as algorithm SHS and is
based on static (dedicated) VP bandwidth allocation
policy. Both of these two algorithms are distributed al-
gorithms, have three phases, and utilize the dynamic VP
routing algorithm to improve the bandwidth utilization.
These algorithms are made possible under the assump-
tion that the network topology, target VP’s route and
average bandwidth requirement (determined by average
call arrival rates) are given.
The SHD algorithm is described as follows:

¢ Phase 0 (initial phase):

A backup VP is preassigned to each target VP
at this phase. The backup VP and the target
VP are totally path disjoint at link level except
their common terminator nodes (Figure 1). The
length of backup VP should be as short as pos-
sible. This is for the reason of reducing message
transmission time. Since under the dynamic VP
bandwidth allocation policy, no dedicated band-
width is reserved on VP, i.e., VP capacity is allo-
cated/deallocated on demand, we thus reserve the
redundaiit capacity on each link for the purpose of
failure recovery. The total amount of spare band-
width reserved on each link in the network could be
obtained by Kawamura’s method [10] as described
in the section 2.

e Phase 1 (fault detection phase):
When a link failure occurs in the network, the
downstream node of this failed link becomes the
sender node. Once the sender node detects this
fault, then it will generate the restoration mes-
sages to respond to this event. For each affected

262

" which it passed.

VP, the sender node sends a restoration message
for it to check if it can fully switch the affected
traffic to backup facility. This message encloses
the information about the volume of capacity al-
located on this affected VP and some related in-
formation. The format of this message is shown in
Figure 2.

Field SUCC_FLAG indicates if the fully restora-
tion for certain VP succeeds or not, its initial value
is set on. The AFF_VPB field keeps the amount
of VP bandwidth carried on an affected VP. This
value is filled out by sender node. The amount of
residual spare VP capacity left on backup VP is
indicated in filed MIN_VPB. The initial value of
MIN_VPB is set to maximum integer.

The restoration message is transported to the
chooser node along the preassigned backup VP
only. While each intermediate node on the backup
VP receives the restoration message, it will cap-
ture appropriate spare bandwidth from the link
Then, the intermediate node
uses this value it just captured to compares with
the amount of faulty VP’s traffic extracted from
restoration message. This is for the purpose
of checking whether the residual spare capac-
ity left on the link is enough for recovering the.
faulty VP. If the captured bandwidth is enough
for 100% fault restoration, then the intermediate
node modifies the restoration, message. Namely,
it writes down the volume of captured spare ca-
pacity to field MIN_VPB, if it is smaller than
that recorded in field MIN_VPB. Otherwise, if the
captured bandwidth is not enough for 100% fault
restoration. Then the intermediate node turns the
SUCCFLAG off and writes down the captured
bandwidth to field MIN_VPB, if it is snualler than
that recorded previously in field MIN_VPB. After
finishing these checking procedure, the intermedi-
ate node sends this modified restoration message
to the next node along the backup VP.

Phase 2 (confirm phase):

When the chooser node receives the restoration
message, it updates its own VP routing table and
extracts the information enclosed in restoration
message. If the SUCCFLAG is on, that means
the backup VP has enough spare bandwidth to
achieve 100% restoration. The chooser node, then
generates a confirmation message and sends it back
to all the intermediate nodes for noticing each in-
termediate node to allocate AFF_VPB units of
bandwidth for fault restoration. In the meanwhile,
the chooser node switches the affected traffic to
backup VP.

Otherwise, if the SUCC_FLAG is off, that implies,
the backup VP does not have enough capacity for
100% fault restoration. Then according to the vol-
ume of AFF_VBP and MIN_VPB, chooser node is
able to know how many connections on this af-
fected VP should be discarded, and by using cer-
tain decision rule to pick up those victims. Then
it sends a confirmation message to each intermedi-
ate node to all allocate MIN_VBP units of band-
width for restoration. This completes our first self-
healing algorithm.



The SHS algorithm is similar to SHD algorithm and
can be described as follows:

e Phase 0 (initial phase):

A backup VP is preassigned to each target VP at
this phase. The total amount of redundant ca-
pacity reserved on backup VP for the use of fault
restoration is also computed at initial phase. Asin
the first algorithm, The backup VP and the target
VP are totally path disjoint at link level except
their common terminator nodes and the length of
backup VP should be as short as possible. The
total amount of spare bandwidth reserved on each
link in the network could be obtained by Kawa-
mura’s method [10] as described in Section 2. Once
the amount of spare capacity reserved on each link
1s determined, then the amount of spare capacity
reserved on each backup VP can also be deter-
mined. .

Phase 1 (fault detection phase):
All the operations in this phase are similar to
those of fault detection phase which is described
in SHD algorithm previously, except the interme-
diate node captures the spare bandwidth from the
backup VP rather than from the ligk.

Phase 2 (confirm phase):
This phase is the same as the confirm phase of the
SHD algorithm.

The new proposed self-healing algorithms have fol-

lowing characteristics:

1. Dynamic routing scheme is used to improve the

bandwidth utilization. Since our two new pro-
posed self-healing algorithms combine with the dy-
namic routing scheme to increase the VP band-
width utilization, the usage of these redundant
capacities is hence not only for the use of fault
restoration when network fails, but also for allow-
ing routing algorithm to utilize it when the net-
work is under normal operation. Explicitly, when
a connection arrives at a source/destination pair,
the connection is first offered to the target VP be-
tween the source node and destination node. If
the residual capacity on this target VP is insuffi-
cient for carrying this connection, the connection
is then offered to backup VP.

In our second self-healing scheme, the backup VP
has reserved spare capacity. However, in our first
scheme, in stead of reserving dedicated bandwidth
on backup VP, we reserve spare capacity on the
link which the backup VP passes through. The
backup VP, hence, need to grab blocks of band-
width from the link on demand. At most of the
time, connections can be carried by backup VP
if the bandwidth left on the target VP is not
enough for accommodating one more new connec-
tion. By utilizing spare capacity of backup VP for
alternate routing, our self-healing schemes are able
to achieve higher bandwidth utilization and lower
connection blocking probability.

. Near non-blocking property for establishing new
arrival connections. Since the spare capacity is
intended for 100% restoration, it tends to be quite
large. Therefore, from our simulation results, our
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self-healing schemes are able to provide near zero
connection blocking probability.

3. No guarantee for 100% fault restoration. As the
bandwidth utilization increased under our self-
healing schemes, the connections which are car-
ried by our new proposed schemes are much larger
than those carried by existing scheme. Since the
bandwidth is fixed and finite, 100% fault restora-
tion rate is not able to be achieved under our
self-healing schemes. The degradation, however, is
controlled within certain level even when the call
arrival rate is high. When traffic arrival rate is
decreased, the fault restoration rate is quickly ap-
proximating 100%. The new proposed self-healing
schemes provide a new point of view to measure
the efficiency of self-healing scheme. By slightly
relaxing the constraints of 100% fault restoration,
the redundant spare resource reserved for failure
recovery is well-utilized with the dynamic routing
policy. Note that, as discussed in the previous
section, if we use the restoration reward as the
measurement to evaluate the restoration perfor-
mance of the existing self-healing algorithms and
our new proposed self-healing algorithms, we find
that under this performance metric, the amount of
capacity restored by our s schemes due to network
failure is quite close to that of existing schemes or
even better. We will show the numerical results
and explain this observation in more detail in sec-
tion 4.

When the residual spare capacity left on backup
VP or on the link which the backup VP passes
through is insufficient for recovering all the af-
fected connections, a decision rule is needed to help
the chooser node to pick up victims and then to
drop them. The decision rule used for disconnect
a connection can be designed based on priority ori-
ented approach. The high priority traffic can be
served safely, low priority traffic, however, will be
served with no guarantee when network fails. The
classification of priority of service connection could
be set according to the fee paid by users. For in-
stance, the more user has paid, the higher prior-
ity he will get. Or it could be set by considering
practical routing issuve. For example, connections
routed on direct VP receive higher priority than
connections routed on alternate path.

4 Numerical Results

In this section, we evaluate our two new proposed self-
healing schemes via simulations and compare their per-
formance with one of the existing self-healing schemes.
The design of self-healing algorithm strongly depends on
the underlying network topology, the VP bandwidth al-
location policy and the volume of traffic carried in the
network system. Hence, before discuss the computer
simulation results, we first describe our network models.

4.1 Network Model and Routing
Scheme

e Network Model:



We have evaluted our self-healing schemes on two
network models: a 5-node model and the TANet
model. Here, we only present our results on the
TANet model. For the results on the 3-node
model, the readers are referred to [15]. Cur-
rently, TANet consists of 9 nodes and 24 unidi-
rectional physical links. Thus, by assigning each
source/destination pair a'virtual path, its logical
virtual path network can be viewed as a K9 graph
and has 72 unidirectional virtual paths.

Because of the layout of physical links, some of
the virtual paths will traverse more than one links
while others will pass through merely one link. We
use the virtual paths which only pass through one
link as our backbones of backup VPs for the use
of fault restoration. According to our new self-
healing algorithms, we will preassign one backup
VP for each target VP. Furthermore, the backup
VP and target VP should be path disjointed at
link level.

Traffic model:

We assume calls arrive at each source-destination
pair according to a Poisson process and the call
holding time is exponentially distributed with
mean of unity.

In the TANet model, we assume there are two
classes of calls, referred to as class A and class
B. The bandwidth required by class A calls is one
unit and by class B calls is 12 units. Class A traffic
is used to model narrow-band traffic while class B
traffic is to model broadband traffic. As we believe
broadband traffic is more important than narrow-
band traffic, thus, when network failure occurs, we
will try to restore class B traffic first, then class A
traffic.

The arrival rates of class A and class B range from
(52,3.2) to (60,4}, the increasing step size is 2 and
0.2 for class A traffic and class B traffic, respec-
tively. Throughout this paper, we define Offered
Traffic Load (OTL) at a VP as follows,

k
offered trafj‘ic load = Z Aib;

1=

where k is the total number of classes of traffic,
bi is the bandwidth required for carrying a class i
call, A; is the arrival rate of class i traffic. In the
TANet model, the offered traffic load pairs of class
A and class B traffic range from 90.4 to 108.
Routing Scheme:

The routing scheme used here is Least Loaded
Routing approach which is proposed by [16]. In
this paper, the least loaded alternate path is de-
fined as the backup VP with the maximum resid-
ual bandwidth. The maximum residual bandwidth
of backup VP is obtained by taking the minimum
bandwidth of the virtual paths (or links) it tra-
verses. If the least loaded alternate path has the
enough bandwidth for accommodating the call,
then this incoming call is accepted, otherwise, this
call is blocked. To prevent network performance
degradation due to excessive alternate routing, the
trunk reservation method [17] is exercised in our
computer simulation.
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4.2

Performance of three self-healing schemes are evaluated
through simulations in this section. The performance of
the two self-healing schemes we proposed is compared
to a base line algorithm proposed by Kawamura et. al.
in [10]. In Kawamura’s algorithm, the spare redundant
bandwidth is not allowed to use until network fails. For
fair comparison, LLR routing is also implemented in
Kawamura’s algorithm to reduce the blocking probabil-
ity.

When evaluating the performance of self-healing
schemes, besides the traditional performance metric,
restoration rate, we also examine the call blocking
probability and the restoration reward of self-healing
schemes. The restoration reward is defined by follow-
ing equation:

Computer Simulation Results

k
restoration reward = E CiTe

=1

where k is the number of classes of traffic, r; is the re-
ward for carrying a class i call, and the ¢; is the number
of restored connections under network failure.

Figure 3 and 4 show the comparison of call block-
ing rate of our schemes and kawamura’s scheme. The
comparison of restoration rates of the three schemes are
show in Figure 3-7. Based on these Figures, we can make
following observations.

1. We do not observe any call blocking for both traffic
under the SHD and SHS algorithms for all simu-
lation runs. However, under Kawamura’s scheme,
the call blocking rate is increased as offered traffic
load increased. Especially, class B traffic experi-
ences much larger call blocking probability (near
28%) than class A traffic does. This is because the
traffic of class B demands 12 units of bandwidth.

. Under kawamura’s scheme, the restoration rate of
class A and class B traffic are 100%.

. Under SHS and SHD algorithms, while the offered
traffic load increases, the restoration rate is de-
creased. The reason for such degradation is be-
cause that the system resources are finite. If there
exists too many connections in the network, they
will occupy a lot of capacity. Thus, when network
fails, the residual capacity is not enough for fault
recovery.

. Under the SHD and SHS algorithms, the restora-
tion rate of class B traffic is higher than that of
class A traffic since class B traffic is given higher
priority for restoration. Under the SHD algorithm,
the restoration rate is almost 100% for class B traf-
fic and very close to 100% for class A traffic '.
In general, the restoration rate of the SHD algo-
rithm is larger than that of the SHS algorithm.
Under the SHS algorithm, the restoration rate is
still above 99% for class B traffic, however, is only
about 82% at high traffic load for class A traf-
fic. Since class A traffic only requires one unit of
bandwidth, the restoration rate for class A could
be much higher without degrading the restoration

1The worse restoration rate for block size of 10 is 99.99% for
class B and 28.15% for class A.



rate of class B if the SHS scheme gives class A
traffic higher priority for restoration.

. As the offered traffic load becomes higher, both
SHS and SHD algorithms will yield higher restora-
tion reward than that of Kawamura’s scheme.

Under SHD scheme, increasing the block size will
decrease the restoration rate. The reason could be
explained as larger block size will reduce the usable
residual capacity. The restoration reward is, thus,
decreased as block size increasing. However, the
degradation is small.

In conclusion, we believe that during most of the
time, the network should operate under normal condi-
tion. Therefore, the goal of our schemes is to provide
high bandwidth utilization while maintain the capabil-
ity to restore most of the affected traffic during network
failures. By utilizing the spare capacity of backup VPs,
our schemes are able to yield zero blocking probability
under normal condition while stil provide reasonable
restoration rate under single network failure. From the
simulation results, we can observe that our schemes are
able to provide near 100% restoration rate at low traf-
fic load. Although the restoration rate degrades at high
traffic load, our schemes actually can restore more re-
ward than the base-line algorithm. The restoration rate
degradation is simply due to the fact that under our
schemes, much more calls are carried (since our schemes
provide zero blocking probability).

5 Conclusion

In this paper, we have proposed two new self-healing
schemes for mesh typed ATM networks based on virtual
path technique. From the survey of existing mesh typed
self-healing schemes in ATM, we found that all exist-
ing self-healing algorithms emphasis 100% fault restora-
tion and thus, suffer from low bandwidth utilization.
Our new self-healing algorithms improve the bandwidth
utilization without significantly degrading the restora-
tion rate. Our first algorithm is based on dynamic VP
bandwidth allocation policy and the second one is based
on dedicated VP bandwidth allocation strategy. These
schemes provide much higher bandwidth utilization by
relaxing the constraints of complete restoration. How-
ever, the degradation is acceptable.

We believe that under the ATM networks environ-
ment, during most of the time, the network failure would
not happen. Therefore, we prefer to provide the network
with the high bandwidth utilization and low call block-
ing probability environment. From ocur numerical re-
sults, we claim that our self-healing algorithms are able
to yield high network bandwidth utilization under nor-
mal condition while still provide acceptable restoration
rate under network failure.
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