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ABSTRACT

This paper proposes an integrated protocol for
CDMA wireless LANs. Voice and data can be
exchanged over the wireless LAN based on this frame-
based protocol. Modified from our previously
proposed RBHS protocol [2], the protocol can
accommodate integrated services on CDMA LANs
with quality of service(QoS). This protocol uses a
handshake procedure for voice calls first, followed by a
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reserved period for pure voice transmission. Then the
remaining time of the frame is allocated to the data
users for transmissions based on ALOHA protocol in
nature. The 'ength of data transmission period can be
varied according to the number of voice calls initiated,
voice packet length and the system threshold.
Performance analysis using continuous-time Markov
chain models are proposed and numerical results in
voice call blocking probability, packet loss rate, and
network throughput are presented.

Keywords: WLAN, CDMA, Integrated Protocol,
Markov Chain.

1. INTRODUCTION

A wireless local area network (WLAN) is usually
designed with  the following characteristics:
transportable, support of variable and high-speed data,
multimedia support, reliable and secure, short range
coverage, and rapidly deployable which may be co-
exitent with current LANs or may operate
independently{1,11].

CDMA LANSs have many advantages over other
wireless LANs [1,12]. Spread spectrum
communications enjoy many unique characteristics
such as low probability of detection and interception,
allowing  simultaneous transmissions, multipath
rejection, and larger soft capacity [1.5]. However, we
must note that there exists a threshold
effect{1,2,3,4,7,8,9]. Note that our scheme can be



applied to broadband CDMA networks as well.

2. SYSTEM MODELS AND
ASSUMPTIONS

A. CDMA SYSTEM MODEL

We consider a DS/CDMA with coherent BPSK
system. We assume each radio unit can select one of
the finite number of spreading code, PN sequences
C =(C),Caz,..Cr/) Which can be used to transmit packets
to the base station. At the base station, there are U
receivers, where u=U,+Uy. Packet collision can only
occur when two or more units choose the same
spreading code. For simplicity, we can assume each
user is assigned a unique code.

We assumed N chips per symbol(bit) duration.
The bit error probability can be calculated [6] as
follows.
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We denote the threshold for voice packets as k, and
the threshold for data packets as k. For a packet with

L bits, if we set the acceptable voice packet error rate is

(K—l)(N/3)—ﬁc+_N_o)‘ o

Nt 2E,

=107%, then since

Proice

L
Pvoice < [I—Pb(K)] 2)
we have

\/L
PolKy) S l“(”micc) 3)

Substituting into previous equation, we can find
the approximate threshold of Xy. Similar result can be
obtained for x4 as follows.

WL
Pb(Ka) <1-(Pduta) (@)
A more accurate model which accounts for the channel
activities -has been proposed in [13] and further
developed in [1]. In which, the error occurs according
to a Poisson process. simulation results by [13] have
proven the validity of this model. The error rate can be

calculated as follows. Assume the bit duration is B4
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seconds, then

P {no emor occurs during By} = e BaeK)

5
=1~ Py(K) ®)
From EQ(S), we have

£(ky = - In1 = Py (K))/ Bg (6)
Specifically, we have the voice error rate as

& (K) =~ 1nft = Py ()] By )
and the data bit error rate is then as

ey (K==t - pp(K)]/ B4 )

EQ(7) is the upper bound of voice error rate. On the
other hand, for a data packet, reliable transfer is
required. Furthermore, we need usually some kind of
forward error control for data packets. In that case,

EQ(8) is the symbol error rate rather than is the bit
error rate.

B. TRAFFIC ASSUMPTIONS

Assume the voice traffic generated by each voice
unit is Poisson with rate A, and the data traffic with

rate iz. The arrival of traffic will not be scheduled
once the previous packet is in service. Assume one
frame is total T seconds, then the probability that an
idle voice unit will generate packet for transmission at
next frame is

...lvf

Py=1-¢ &)
Similarly, the probability that an idle data user will
generate packet for transmission at next frame is
pg=1-¢*d" (10)
The packet length of voice packet is exponentially
distributed with parameter 4, and data packet is ;. In

our protocol, we assume that a packet transmission will
be forced to finish in a frame time.

3. THE PROPOSED HP PROTOCOL

Our proposed protocol is illustrated in Figure 1.
The frame structure consists of a control period and a
transmission period. The control period is the

handshaking time i seconds. 71 is equal to the
request time and reply time, preamble synchronization
time, processing time, and round-trip delay. The
transmission period is the remaining time in a frame

for transmission which is 7—171. Generalized from our
previous work [2.4.13]. this protocol utilizes the
receiver-based handshake (RBHS) procedure before a
real-time service is admitted, after that formal



transmission of voice packets starts. Data transfers are
not allowed until all voice packets are through. The
remaining time in a frame period is then allocated to
data users. They will contend for transmissions based
on Aloha protocol in nature. We call this a Handshake-
Aloha (HA) protocol. Since formal transmission of
voice packets will start immediately after the control
period, transmissions are batch processing in nature.

The handshake procedure is based on the same
rationale of CSMA/CD protocol. By the handshake
procedure, the intended transmitter is able to test the
channel quality using the very short handshake packet.
Boundary between voice transmission and data
transmission can be either fixed or movable based on
voice traffic types. It can be changed on frame-by-
frame basis if necessary. This protocol can be
furnished with the IEEE 802.11 standard and
TCP/UDP/IP protocols.

4. PERFORMANCE EVALUATION

Performance measures will focus on the voice call
blocking rate and packet loss rate of real-time packets,
in addition to the system throughput. To ensure
‘fairness among users and to guarantee service, the base
station plays as a decision maker which is important in
allocating the channel resource.

A. PROBABILITY OF BLOCKING VOICE
CALLS

An idle voice unit will initiate handshaking
according to a Poisson process. The handshake will be
successful if no error occurs. To compute the
probability of successful handshaking, we will use a
primary Markov chain and an auxiliary chain. The first

chain, X1(!), is used to mode! the behavior of network
voice traffic. The states are the number of users who
initiate handshaking. We denote the state space as
Q. For Uy voice users, there will |Qf=u,+1. For
convenience, we can index the state 0 as 1, the state 1
as 2, ..., the state Uy as uy+1. The transition rates
diagram is shown in Figure 2. We denote the generator

matrix as A1. Then by solving 11 41=0, IZ:ri =1

we can find the steady state probabilities ;. To
calculate the probability of successful handshaking, we
focus on a tagged voice user. and form the second
Markov chain, Y20} . The states are the number of
handshaking users, plus two absorbing states:  success
and failure. The state space is denoted as Q2. For
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convenience, we can index the state failure as 1, the
state success as 2, the state | as 3,..., and the state

Uy =Uy+2. The transition rates diagram is shown in
Figure 3. The generator matrix 4, can thus be found.
By A2, we can compute the probability transition

matrix P2, and obtain the probability of entering a
specific absorbing state, starting from any transient

states. In fact, P;2 has the form

, _(1 0)
= R2 ©,

where 1 is a 2 x 2 Identity matrix, Ry is a(y|-2)x2

matrix, and 0, isa (ay|-2x(ny|-2). Let

e
sum(i) = Y Aq(i, k)
k=1
ki

Then, for i=3,4,..... ,]nzl,
R =2.0) = Ag (i j) 1 sum(),  j =12

Qa0 =2.7) = A3+ D)/ sum(i).j = 1.... Jag| - 2.

. The fundamental matrix is given as

vy =(1-0,)" (1

Let C2 be the matrix whose entries are the
probabilities from transient states to the absorbing
states. In other words,
C:(i,)) = Pr{entering the failure state, starting from

transient state i}
C,(i,2) = Pr{entering the success state, starting from

transient state i}

Then, we have

Cy=NyRy ) (12)
Note that C, isa (ny|-2)x2 matrix. Thus, the average
probability of successful handshaking is given as

Q]l
P success = .Zﬂl(i)c2(i +1,2) (13)

i=
and the average probability that a voice call is blocked
is given as
]§1|| ) ]
Polocked = 2 7)) C2(i +1,1) (14)

i=

Obviously, it can be verified that

Pecess =1~ Phlocked

We note that with successful handshaking, the
voice user will begin transmission at the beginning of
the transmission period. Suppose there are A voice
users initiate calls during previous frame peried. Note
that A is a random variable which ranges from 0 to ...
Since A is an important parameter for the size of the



Markov chain in next section, we have to determine the
value of A first. We note the following fact:

]',(A=u|(/i active  calls  among (],  users}

("/,’) I"l"l"“""” I'Svllix‘(-:;rlc(l . i Uy2Up2a
0, if ti<a
and
PAU; athe adls amog U, was)
Uy) 1 Ui
=( v) A= 00
Ui
Thus
Prid=da} =
v [y ) Ui U . .
z ( V) I;i/r(]—p‘,)( v I)( ,)[’.(\,uw\" [’;,;{:*Zd,y’ Uj2a,
=1 \/j a
U=l N
0, fUi<a
(15)
The expectation of A is given as
~ Uy
A= % aPr{d = a)
a=1

B. PROBABILITY OF VOICE PACKET LOSS

If the number of successful handshaking is A,
then we can form a Markov chain to observe the
behavior of a tagged packet. Since the formal
transmission of voice packets are a batch arrivals

process, the states of this chain are A, A-1, ..., 1, plus. =

three aborbing states: end, failure, and success. We can
denote the state space as Q3, with size |aj=4+3.

Again, for convenience, we can index the state end as 1,
the state  failure as 2, the state success as 3, the state |
as 4, the state 2 as 5, ..... , the state A as A+3. The
tagged voice packet will finally enter either absorbing
state. The transition rates diagram is shown in Figure 4,

the expected length of period is t/x,. Thus, we can
find the generator matrix A3. The probability

transition matrix 7,3 has the form:

I 0
Py3= Ry Q

where 1 is a 3 x 3 Identity matrix, 23is a (Jas-3)x3
matrix, and @3 isa (jn3-3)x (|ay -3). Let

la s
‘_".43(i.k)

sum(i) =

k=i
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Then, for i=4,5,....., |ad,
Ro(i=3.)) = A3( i)/ ki), j = 123
Qa0 =3.)) = A3(i.j+ )/ sumi.j = L......Jas| = 3.
The fundamental matrix is given as
-1
Ny=(1-0y) (16)

Let ¢3 be the matrix whose entries are the
probabilities from transient states to the absorbing
states. In other words,
G(i,) = Pr{transmission ended before finishing,

starting from transient state i }
C3(i,2) = Pr{entering the failure state, starting

from transient state i }
C,(1.3) = Pr{entering the success state, starting

from transient state i }

Then, we have
C3 = N3Ry {7
Note that ¢3 is a (a3} -3) X 3 matrix. Thus, the average
probability that the tagged voice transmission- is
successful and finished is given as

Uy
Py(success) = ler{A =a}Cia,3) (18)
a=

where Pr{4=a}is given in EQ(15). The average
probability that the tagged voice call is lost is given as

Uy
Pv(lu,\'.\') = ler{A = a} CJ(G’Z) (19)

a=
and the average probability that the tagged voice
transmission is successful but forced to finish at the
end of period is given as

Uy
Py(endy= ler{A =a} C3(ayl) (20)

C. PROBABILITY OF DATA PACKET LOSS

Data users are allowed to contend for
transmissions during the remaining time of a frame
period based on the ALOHA nature. For a frame
period of 7, the control period ¢ =1/4,, and voice
transmission period r,=1/4,, the remaining period is
ry=r-r-ry=1/u,, where we assume the remaining
period is also an exponentially distributed with
parameter 1/u,.

We use two Markov chains to model the behavior
of the channel activity and the behavior of a tagged
data packet respectively. The first chain x,() is one-
dimensional, the states are the number of transmitted
data packets. The state space is denoted as q.
Obviously, for v, data users, |o|=uvs+1. For
convenience, we can index the state 0 as 1, the state |



as 2, ..., the state Ug asUg+1. The transition rates
diagram is shown in Figure 5. We denote the generator

matrix as A4 . Then by solving T4 44=0, Zmli) =1,

we can find the steady state probabilities 1, .

To calculate the probability of loss of a data
packet as well as successful transmission, we focus on
a tagged data user and form the auxiliary Markov chain

)
x5 . The states of this chain arevg, ugq -1, ..., 1,
plus three aborbing states: end, failure, and success.
We can denote the state space as (i, where
|og=U, +3. Again, for convenience, we can index the
state end as 1 , the state failure as 2, the state success
as 3, the state 1 as 4, the state 2 as §, ..., the state U, as
U, +3. The tagged data packet will finally enter either
absorbing state. The transition rates diagram is shown
in Figure 6, where we have assumed that the length of
transmission period is exponentially distributed with
parameter u, . The expected length of period is I/, .
Thus, we can find the generator matrix 4. The
probability transition matrix £ has the form:

, _(1 0)
B\Rs s

where [ is a 3x3 Identity matrix, Ry isa (0]-3)x3

matrix, and Qs isa (Qs]-3)x(25]-3). Let
ol
sumii) = 3 As{i k)

£=
k=2l
Then, for i=45, ..., |as|,

Roli =3, ) = Ag(i, j)/sumti), j = 12.3;

Os(i =3, /) = Ag(i, j +3)swm(i). j = 1,..,|JQd] - 3.
The fundamental matrix is given as
Ns=(I-Q)"! @)

Let ¢ be the matrix whose entries are the probabilities
from transient states to the absorbing states. In other
words,
Cy(i.l) = Pri{transmission ended before finishing,
starting from transient state I }
Cs(i.2) = Pr{entering the failure state, starting
from transient state i}
C:(1,3) = Pr{entering the success state, starting
from transient state 1 }
Then, we have
Cs = NoRy (22)
Note that ¢5 isa (jQ]-3)x3 matrix. Thus, the average
probability that a data transmission is successful and
finished is given as
Pitwccesa = Za4(DYCs(i3) (23)

Fefdy

and the average probability that a data packet is lost is
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given as
Fugomy = L 4(DCs(i,2) (24)
iy

and the average probability that a data transmission is
successful but forced to finish at the end of period is
given as

Fll((!lk/) = 2”4 (i)Cs(i,l)
iefly

=1-7, d{success) — I, d{losty ) (25 )
D. THROUGHPUT PERFORMANCE

The throughput contributed by a specific user can
be defined as

S, =l(Time in T spent by a user for successful
T

transmission)
where r is the frame period. Let 5, be the
contribution from a voice user, and S, be the

contribution from a data user. Then

Suv = LA, (i) Prihandshake  is
iefdy

successful  starting from

i } o [Pr{successful transmission and finished}® {modified

average voice packet length} + Pr{successful transmission but
ended before finishing} ® {voice transmission period}]

where {modified average voice packet length} means
the average length of those voice packets whose
lengths are smaller then the voice transmission period,
and

. . . |
{voice transmission period}= —
Hi

To find {modified average voice packet length}, we
note the fact for two exponentially distributed random
variables, X, and X,, with parameters n, and
respectively, we have

Pr{X, > X;) = —£*
a1y
Therefore,
{modified average voice packet length}= L
Myt Hy
~ 1
My + py

Thus,
PR !
Suv = : ’{v’TI () 2(’ + lvz){ pv(.\'uccc.\:v) + P\'(ulkl) _—']
ietd My + 1y Hy

(26)
Similarly, we have
Sud = :/ld:r,(i)cs(n1.3)—1—+C5(i+1.1)—'-] (27N
ief), Mg+ Uy
The total throughput contributed by all data users
normalized to the frame period is then as



S=UyS.q (28)
5. NUMERICAL RESULTS

In the following numerical computations, we
assume that there are U, =10 voice users and U, =10
data users. The bit error probabilities when different
number of signals are transmitted are given as:
A= 1072, 107", 107, 107, 107, sx1077, 107,
5x 1075, 107, for K=1, 2, ..., 10 respectively. These
data are then used to calculate ¢,(k) in EQ(7) and
e,y in EQ(B), assuming B, =luseconds. The
average blocking rate of voice calls can be obtained by
EQ(14). The result is shown in Figure 7, for blocking
rate vs. 4, .

Figure 8 shows the average voice packets loss rate
vs. u, by using EQ(19). Figure 9 shows the average
data packet loss rate vs. 4,. Figure 10 shows the
average throughput vs. u,. Figure 11 shows the
average throughput vs. .

6. CONCLUSION

We have demonstrated an integrated protocol for
CDMA wireless LANs. This protocol has fully utilized
the characteristic of CDMA techniques, and provides
QoS for different service types. Analysis using
continuous-time markov chains is demonstrated and
numerical results are presented.This protocol can also

be adapted to multimedia communications on wireless
LANSs.
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Figure 9. The average data loss rate vs. 1, where 4 is fixed at 0.3.

329



	
	
	
	
	
	
	
	
	


